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Chapter 1
Introduction

1.1 About This Document

The 1.MX RT1060 processors are NXP's latest additions to a growing family of real-time
processing products offering high-performance processing optimized for lowest power
consumption and best real-time response.

The 1.MX RT1060 processors feature NXP's advanced implementation of the
ARM®Cortex®-M7 core.

1.1.1 Audience

This manual is intended for the board-level product designers and product software
developers. This manual assumes that the reader has a background in computer
engineering and/or software engineering and understands the concepts of the digital
system design, microprocessor architecture, Input/Output (I/O) devices, industry standard
communication, and device interface protocols.

1.1.2 Organization

This document covers the chip at a system level and provides an architectural overview.
It also covers the system memory map, system-level interrupt events, external pins and

pin multiplexing, external memory, system debug, system boot, multimedia subsystem,
power management, and system security.

1.1.3 Suggested Reading

This section lists the additional resources that provide background for the information in
this manual, as well as general information about the architecture.
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1.1.3.1 General Information

The following documentation provides useful background information about the ARM
Cortex processor.

For information about the ARM Cortex processor see:

* http://infocenter.arm.com

1.1.3.2 Related Documentation

For a current list of documentation, refer to http://www.nxp.com.

1.1.4 Conventions
This document uses the following notational conventions:

cleared / set
When a bit has a value of zero, it is said to be cleared; when it has a value of one, it is

said to be set.
mnemonics

Instruction mnemonics are shown in lowercase bold.
italics

Italics indicate variable command parameters, for example, becetrx.
The book titles in the text are set in italics.

15
An integer in decimal.
0x
the prefix to denote a hexadecimal number.
0b
The prefix to denote a binary number. Binary values of 0 and 1 are written without a
prefix.
n'H4000CA00
The n-bit hexadecimal number.
BLK_REG_NAME
The register names are all uppercase. The block mnemonic is prepended with an
underscore delimiter ().
BLK_REG[FIELD]
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The fields within registers appear in brackets. For example, ESR[RLS] refers to the
Receive Last Slot field of the ESAI Status Register.

BLK_REG] 1]
The bit number n within the BLK.REG register.

BLK_REG] r]
The register bit ranges. The ranges are indicated by the left-most bit number / and the
right-most bit number r, separated by a colon (:). For example, ESR[15:0] refers to the
lower half word in the ESAI Status Register.

x, U
In some contexts, such as signal encodings, an unitalicized x indicates a "don't care" or
"uninitialized". The binary value can be 1 or O.

An italicized x indicates an alphanumeric variable.
n,m
Italicized n or m represent integer variables.

!

Binary logic operator NOT.
&&
Binary logic operator AND.
I
Binary logic operator OR.
A or <O+>
Binary logic operator XOR. For example, A <O+> B.
|
Bit-wise OR. For example, 0b0001 | 0b1000 yields the value of Ob1001.
&
Bit-wise AND. For example, 0b0001 and Ob1000 yields the value of 0b000O.
{A,B}
Concatenation, where the n-bit value A is prepended to the m-bit value B to form an (n
+m)-bit value. For example, {0, REGm [14:0]} yeilds a 16-bit value with O in the most
significant bit.
- or grey fill
Indicates a reserved bit field in a register. Although these bits can be written to with
ones or zeros, they always read zeros.
>>
Shift right logical one position.
<<
Shift left logical one position.
<=

Assignment.
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Compare equal.

Compare not equal.
Greater than.

Less than.

1.1.5 Register Access

1.1.5.1 Register Diagram Field Access Type Legend

This figure provides the interpretation of the notation used in the register diagrams for a
number of common field access types:

[ o
Reserved Reserved RW | Fq| Read-only Write-only Write 1 Read Self- Reserved
returns 1 returns 0 field field field | Fig toclear |wic to clear | Fid clear bit | Fid

on read on read

Figure 1-1. Register Field Conventions

NOTE
For reserved register fields, the software should mask off the
data in the field after a read (the software can't rely on the
contents of data read from a reserved field) and always write all
Zeros.

1.1.5.2 Register Macro Usage

A common operation is to update one field without disturbing the contents of the
remaining fields in the register. Normally, this requires a read-modify-write (RMW)
operation, where the CPU reads the register, modifies the target field, then writes the
results back to the register. This is an expensive operation in terms of CPU cycles,
because of the initial register read.

To address this issue, some hardware registers are implemented as a group, including
registers that can be used to either set, clear, or toggle (SCT) individual bits of the
primary register. When writing to an SCT register, all the bits set to 1 perform the
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associated operation on the primary register, while the bits set to 0 are not affected. The
SCT registers always read back 0, and should be considered write-only. The SCT
registers are not implemented if the primary register is read-only.

With this architecture, it is possible to update one or more fields using only register
writes. First, all bits of the target fields are cleared by a write to the associated clear
register, then the desired value of the target fields is written to the set register. This
sequence of two writes is referred to as a clear-set (CS) operation.

A CS operation does have one potential drawback. Whenever a field is modified, the
hardware sees a value of 0 before the final value is written. For most fields, passing
through the O state is not a problem. Nonetheless, this behavior is something to consider
when using a CS operation.

Also, a CS operation is not required for fields that are one-bit wide. While the CS
operation works in this case, it is more efficient to simply set or clear the target bit (that
1s, one write instead of two). A simple set or clear operation is also atomic, while a CS
operation is not.

Note that not all macros for set, clear, or toggle (SCT) are atomic. For registers that do
not provide hardware support for this functionality, these macros are implemented as a
sequence of read-modify-write operations. When an atomic operation is required, the
developer should pay attention to this detail, because unexpected behavior might result if
an interrupt occurs in the middle of the critical section comprising the update sequence.

A set of SCT registers is offered for registers in many modules on this device, as
described in this manual. In a module memory map table, the suffix _SET, _CLR, or
_TOG is added to the base name of the register. For example, the
CCM_ANALOG_PLL_ARM register has three other registers called
CCM_ANALOG_PLL_ARM_SET, CCM_ANALOG_PLL_ARM_CLR, and
CCM_ANALOG_PLL_ARM_TOG.

In the sub-section that describes one of these sets of registers, a short-hand convention is
used to denote that a register has the SCT register set. There is an italicized n appended to
the end of the short register name. Using the above example, the name used for this
register is CCM_ANALOG_PLL_ARMn=n. When you see this designation, there is a SCT
register set associated with the register, and you can verify this by checking it in the
memory map table. The address offset for each of these registers is given in the form of
the following example:

Address: 20C_8000h base + Oh offset + (4d x 1), where 1=0d to 3d

In this example, the address for each of the base registers and their three SCT registers
can be calculated as:

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 25




AR
About This Document

Register Address
CCM_ANALOG_PLL_ARM 20C_8000h
CCM_ANALOG_PLL_ARM_SET 20C_8004h
CCM_ANALOG_PLL_ARM_CLR 20c_8008h
CCM_ANALOG_PLL_ARM_TOG 20C_800Ch

1.1.6 Signal Conventions
_b, B

When appended to a signal name, this indicates that a signal is active-low.
NEG_ACTIVE

Overbar also denotes a negative active signal.
UPPERCASE

Package pin names, Block I/O signals.

lowercase

Lowercase is used to indicate internal signals.

1.1.7 Acronyms and Abbreviations

The table below contains acronyms and abbreviations used in this document.

Acronyms and Abbreviated Terms

Term Meaning
ACMP Analog Comparator
ADC Analog-to-Digital Converter
AHB Advanced High-performance Bus
AIPS Arm IP Bus
ALU Arithmetic Logic Unit
AMBA Advanced Microcontroller Bus Architecture
APB Advanced Peripheral Bus
ASRC Asynchronous Sample Rate Converter
AXI Advanced eXtensible Interface
BEE Bus Encryption Engine
BIST Built-In Self Test
CA/CM Arm Cortex-A/Cortex-M
CAN Controller Area Network
CCM Clock Controller Module
CPU Central Processing Unit
CsSi CMOS Sensor Interface

Table continues on the next page...
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Term Meaning
CSu Central Security Unit
CTI Cross Trigger Interface
DAP Debug Access Port
DCP Data Co-Processor
DDR Double data rate
DMA Direct memory access
DPLL Digital phase-locked loop
DRAM Dynamic random access memory
ECC Error correcting codes
LPSPI Low-power SPI
EDMA Enhanced Direct Memory Access
EIM External Interface Module
ENET Ethernet
EPIT Enhanced Periodic Interrupt Timer
EPROM Erasable Programmable Read-Only Memory
ETF Embedded Trace FIFO
ETM Embedded Trace Macrocell
FIFO First-In-First-Out
GIC General Interrupt Controller
GPC General Power Controller
GPIO General-Purpose 1/0
GPR General-Purpose Register
GPS Global Positioning System
GPT General-Purpose Timer
GPU Graphics Processing Unit
GPV Global Programmers View
HAB High-Assurance Boot
12C or I12C Inter-Integrated Circuit
IC Integrated Circuit
IEEE Institute of Electrical and Electronics Engineers
IOMUX Input-Output Multiplexer
IP Intellectual Property
IrDA Infrared Data Association
JTAG Joint Test Action Group (a serial bus protocol usually used for test purposes)
LDO Low-Dropout
LIFO Last-In-First-Out
LRU Least-Recently Used
LSB Least-Significant Byte
LUT Look-Up Table
LVDS Low Voltage Differential Signaling
MAC Medium Access Control

Table continues on the next page...

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 27




About This Document

Term Meaning
MCM Miscellaneous control Module
MMC Multimedia Card
MSB Most-Significant Byte
MT/s Mega Transfers per second
OCRAM On-Chip Random-Access Memory
OCOTP On-Chip One-Time Programmable Controller
PCI Peripheral Component Interconnect
PCle PCI enhanced
PCMCIA Personal Computer Memory Card International Association
PGC Power Gating Controller
PIC Programmable Interrupt Controller
PMU Power Management Unit
POR Power-On Reset
PSRAM Pseudo-Static Random Access Memory
PWM Pulse Width Modulation
PXP Pixel Pipeline
QoS Quality of Service
R2D Radians to Degrees
RISC Reduced Instruction Set Computing
ROM Read-Only Memory
ROMCP ROM Controller with Patch
RTOS Real-Time Operating System
Rx Receive
SAIl Synchronous Audio Interface
SCU Snoop Control Unit
SD Secure Digital
SDIO Secure Digital Input/Output
SDLC Synchronous Data Link Control
SDMA Smart DMA
SIM Subscriber Identification Module
SNVS Secure Non-Volatile Storage
SoC System-on-Chip
SPBA Shared Peripheral Bus Arbiter
SPDIF Sony Phillips Digital Interface
SPI Serial Peripheral Interface
SRAM Static Random-Access Memory
SRC System Reset Controller
TFT Thin-Film Transistor
TPIU Trace Port Interface
TSGEN Time Stamp Generator
Tx Transmit

Table continues on the next page...
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Term Meaning
TZASC TrustZone Address Space Controller
UART Universal Asynchronous Receiver/Transmitter
uSB Universal Serial Bus
USDHC Ultra Secured Digital Host Controller
WDOG Watchdog
WLAN Wireless Local Area Network
WXGA Wide Extended Graphics Array

1.2 Introduction

The 1.MX RT1060 is a new processor family featuring NXP's advanced implementation
of the high performance ARM Cortex®-M7 Core. It provides high CPU performance and
best real-time response.

This device provides various memory interfaces, including SDRAM, Raw NAND
FLASH, NOR FLASH, SD/eMMC, Quad SPI (FlexSPI), and a wide range of other
interfaces for connecting peripherals, such as WLAN, BluetoothTM,displays, camera
sensors, and GPS. Same as other 1.MX processors, this i.MX RT series also has rich
audio and video features, including LCD display, basic 2D graphics, camera interface,
SPDIF and I2S audio interface.

1.2.1 Block Diagram

The functional block diagram is shown in the figure below. This diagram provides a view
of the chip's major functional components and core complexes.
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SYSTEM CONTROL

CPU PLATFORM

CONNECTIVITY
Secure JTAG
ARM Cortex-M7 eMMC 4.5/ SD 3.0 x2
PLL,0SC
32KB I-cache 32-KB D-cache
RTC & Reset UART x8
FPU MPU NVIC
Embedded DMA 8x8 keypad
512KB TCM / OCRAM
IOMUX 12C x4
GP Timer x6 HS_GPIO FlexlO3
(GPT x2 + PIT x4) SPI x4
Quadrature ENC x4
MULTIMEDIA FlexlO1/2
QuadTimer x4
8/16-bit parallel CSI GPIO
FlexPWM x4
I12S/SAl x3
XBAR / AOI 24-bit Parallel LCD
WDOG x4 USB2.0 OTG
PXP w/PHY x2
INTERNAL MEMORY 2D Graphics Acceleration
Resize, CSC, Overlay, Rotation
512 KB SRAM S/PDIF TX/RX
FLEXCAN1/2 +
128 KB ROM EXTERNAL MEMORY FlexCAN3(CANFD)
10/100 ENET x2
POWER w/IEEE 1588
MANAGEMENT
Analog

SECURITY

ADC x2 (upto 20-channel)

ACMP x4

Ciphers & RNG

Secure RTC eFUSE

HAB

Figure 1-2. Simplified Block Diagram
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1.3 Features

The 1.MX RT1060 processors are based on ARM®Cortex®-M7 Platform, which have the
following features:

Single ARM Cortex-M7 with:
e 32 KB LI Instruction Cache
* 32 KB L1 Data Cache
* Single-precision and double-precision FPU (Floating Point Unit)
* Integrated Memory Protection Unit (MPU), up to 16 individual protection regions
* Tightly coupled GPIOs, operating at the same frequency as ARM
e Up to 512KB I-TCM and D-TCM in total

Security:
* High Assurance Boot (HAB)
e Data Co-Processor (DCP)
* Bus Encryption Engine
* True Random Number Generator
* Secure Non-volatile Storage
* Secure JTAG Controller

External Memory Interfaces:
e 8/16-bit SDRAM, up to SDRAM-166
» 8-bit SLC NAND FLASH, with ECC handled in SW
* SD/eMMC
* %2 Single/Dual channel Quad SPI FLASH with XIP support
e Paralle]l NOR FLASH with XIP support

Graphics:
 Generic 2D Graphics engine (PXP)
* Flexible image composition options — alpha, chroma key
* Multiple pixel format support (RGB, YUV444, YUV422, YUV420, YUV400)
* Color space conversion

Display Interface:
* Parallel RGB LCD interface, supporting 8/16/24 bit interface and upto WXGA
resolution
e Smart LCD Display with 8/16-bit MPU/8080 interface
* Support Index color with 256 entry x 24bit color LUT

Camera Sensor Interface:
* Support 8/16/24-bit CSI Input
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Audio:
* S/PDIF Input and Output
* 3x SAI (synchronous audio interface) modules supporting 12S, AC97, TDM, and
codec/DSP interfaces
* MQS interface for medium quality audio via GPIO pads

Connectivity:
* 2x USB 2.0 OTG controller with integrated PHY interface
» 2x Ultra Secure Digital Host Controller (uSDHC) interfaces
e 2x 10M/100M Ethernet controller with support for IEEE1588
* 8x Universal asynchronous receiver/transmitter (UARTSs) modules
* 4x I2C modules
* 4x SPI modules
* 2x FlexCAN modules
* 1x FlexCAN module with Flexible Data-rate support (CANFD/FlexCAN3)
* 3% FlexIO modules

On Chip Memory:
* Boot ROM (128 KB)
* On-chip RAM, configurable RAM up to IMB (512KB OCRAM shared between
ITCM/DTCM and OCRAM, as well as dedicated 512KB OCRAM)

Timers:
* 2x General Programmable Timer (GPT)
* 4-channel Periodical Interrupt Timer (PIT)
* 4x Quad Timer (QTimer)
* 4x FlexPWM

System Debug:
* ARM CoreSight debug and trace architecture
* Trace Port Interface Unit (TPIU) to support off-chip real-time trace
* Cross Triggering Interface (CTI)
* Support for 5-pin (JTAG) and SWD debug interfaces

Power Management:
 Full PMIC integration, including on-chip DCDC and LDO
e Temperature sensor with programmable trim points
* GPC hardware power management controller

Analog:
* 2x Analog-Digital-Converters (ADC) (upto 20 channels)
* 4x Analog Comparators (ACMP)
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1.4 Target Applications

This processor can be used in areas such as industrial HMI, IoT, motor control and home
appliances, etc.

The architecture's flexibility enables it to be used in a wide variety of other general
embedded applications too. This processor provides all interfaces necessary to connect
peripherals such as WLAN, Bluetooth™, GPS, camera sensors, and multiple displays.

1.5 Endianness Support
The chip supports only the Little Endian mode.
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Memory Maps

2.1 Memory system overview

This section introduces the memory architecture of the chip.

2.2 ARM Platform Memory Map

The chip memory map has been provided in the following tables.

Table 2-1. System memory map (CM7)

Start Address End Address Size Description
E010_0000 FFFF_FFFF 511MB Reserved
E000_0000 EOOF_FFFF 1MB CM7 PPB
8000_0000 DFFF_FFFF 1.5GB SEMC external memories (SDRAM, NOR, PSRAM,
NAND and 8080) shared memory space
7FC0_0000 7FFF_FFFF 4MB FlexSPI RX FIFO
7F80_0000 7FBF_FFFF 4MB FlexSPI TX FIFO
7F40_0000 7F7F_FFFF 4MB FlexSPI2 RX FIFO
7F00_0000 7F3F_FFFF 4MB FlexSPI2 TX FIFO
7000_0000 7EFF_FFFF 240MB FlexSPI2/ FlexSPI2 ciphertext
6000_0000 6FFF_FFFF 256MB FlexSPI/ FlexSPI ciphertext
4800_0000 5FFF_FFFF 384MB Reserved
4400_0000 47FF_FFFF 64MB Reserved
4210_0000 43FF_FFFF 31MB Reserved
4200_0000 420F_FFFF 1MB AIPS-5
4180_0000 41FF_FFFF 8MB Reserved
4170_0000 417F_FFFF 1MB GPV Reserved
4160_0000 416F_FFFF 1MB GPV Reserved
4150_0000 415F_FFFF 1MB GPV Reserved

Table continues on the next page...
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Table 2-1. System memory map (CM7) (continued)

Start Address End Address Size Description
4140_0000 414F_FFFF 1MB "cpu" configuration port
4130_0000 413F_FFFF 1MB Reserved for "ems" GPV
4120_0000 412F_FFFF 1MB Reserved for "per" GPV
4110_0000 411F_FFFF 1MB “m" configuration port
4100_0000 410F_FFFF 1MB “main" configuration port
4040_0000 40FF_FFFF 12MB Reserved
4030_0000 403F_FFFF 1MB AIPS-4
4020_0000 402F_FFFF 1MB AIPS-3
4010_0000 401F_FFFF 1MB AIPS-2
4000_0000 400F_FFFF 1MB AIPS-1
3000_0000 3FFF_FFFF 256MB Reserved
2040_0000 2FFF_FFFF 252MB Reserved
2030_0000 203F_FFFF 512KB OCRAM Reserved
2028_0000 202F_FFFF 512KB OCRAM - FlexRAM
2020_0000 2027_FFFF 512KB OCRAM2
2010_0000 201F_FFFF 1MB Reserved
2008_0000 200F_FFFF 512KB DTCM Reserved
2000_0000 2007_FFFF 512KB DTCM
1000_0000 1FFF_FFFF 256MB Reserved
0800_0000 OFFF_FFFF 128MB Reserved
0040_0000 07FF_FFFF 124MB Reserved
0028_0000 003F_FFFF 1536KB Reserved
0022_0000 0027_FFFF 384KB ROMCP Reserved
0020_0000 0021_FFFF 128KB ROMCP
0010_0000 001F_FFFF 1MB ITCM Reserved
0008_0000 000F_FFFF 512KB ITCM Reserved
0000_0000 0007_FFFF 512KB ITCM

The table below shows the ARM IP Bus (AIPS) detailed memory map.
Table 2-2. AIPS-1 memory map

Start Address End Address Region Size NIC Port
400F_CO000 400F_FFFF 16KB CCM(CCM)
400F_8000 400F_BFFF 16KB SRC(SRC)
400F_4000 400F_7FFF 16KB GPC
400F_0000 400F_3FFF AIPS-1 16KB Reserved
400E_C000 400E_FFFF 16KB DMA_CH_MUX
400E_8000 400E_BFFF 16KB EDMA
400E_4000 400E_7FFF 16KB Reserved

Table continues on the next page...
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Table 2-2. AIPS-1 memory map (continued)

Chapter 2 Memory Maps

Start Address End Address Region Size NIC Port
400E_0000 400E_3FFF 16KB Reserved
400D_C000 400D_FFFF 16KB CSu
400D_8000 400D_BFFF 16KB ANATOP
400D_4000 400D_7FFF 16KB SNVS_HP
400D_0000 400D_3FFF 16KB WDOG2
400C_Co000 400C_FFFF 16KB TRNG
400C_8000 400C_BFFF 16KB ADC2
400C_4000 400C_7FFF 16KB ADCA1
400C_0000 400C_3FFF 16KB GPIO5
400B_C000 400B_FFFF 16KB WDOG3
400B_8000 400B_BFFF 16KB WDOGH1
400B_4000 400B_7FFF 16KB EWM
400B_0000 400B_3FFF 16KB CM7_MXRT(FLEXRAM

)

400A_CO000 400A_FFFF 16KB IOMUXC_GPR
400A_8000 400A_BFFF 16KB IOMUXC_SNVS
400A_4000 400A_7FFF 16KB IOMUXC_SNVS_GPR
400A_0000 400A_3FFF 16KB Reserved
4009_C000 4009_FFFF 16KB Reserved
4009_8000 4009_BFFF 16KB Reserved
4009_4000 4009_7FFF 16KB ACMP
4009_0000 4009_3FFF 16KB Reserved
4008_C000 4008_FFFF 16KB Reserved
4008_8000 4008_BFFF 16KB Reserved
4008_4000 4008_7FFF 16KB PIT
4008_0000 4008_3FFF 16KB DCDC
4007_C000 4007_FFFF 16KB AIPS-1 Configuration
4004_0000 4007_BFFF 240KB Reserved
4000_0000 4003_FFFF 256KB Reserved
The table below shows the AIPS-2 detailed memory map.

Table 2-3. AIPS-2 memory map

Start Address End Address Region Size NIC Port
401F_C000 401F_FFFF 16KB KPP
401F_8000 401F_BFFF 16KB IOMUXC
401F_4000 401F_7FFF AIPS-2 16KB OCOTP
401F_0000 401F_3FFF 16KB GPT2
401E_C000 401E_FFFF 16KB GPT1
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Table 2-3. AIPS-2 memory map (continued)

Start Address End Address Region Size NIC Port
401E_8000 401E_BFFF 16KB QTimer4
401E_4000 401E_7FFF 16KB QTimer3
401E_0000 401E_3FFF 16KB QTimer2
401D_CO000 401D_FFFF 16KB QTimer1
401D_8000 401D_BFFF 16KB FlexCAN3
401D_4000 401D_7FFF 16KB FlexCAN2
401D_0000 401D_3FFF 16KB FlexCAN1
401C_C000 401C_FFFF 16KB Reserved
401C_8000 401C_BFFF 16KB Reserved
401C_4000 401C_7FFF 16KB GPIO4
401C_0000 401C_3FFF 16KB GPIO3
401B_C000 401B_FFFF 16KB GPIO2
401B_8000 401B_BFFF 16KB GPIO1
401B_4000 401B_7FFF 16KB Reserved
401B_0000 401B_3FFF 16KB FlexlO2
401A_C000 401A_FFFF 16KB FlexIO1
401A_8000 401A_BFFF 16KB Reserved
401A_4000 401A_7FFF 16KB Reserved
401A_0000 401A_3FFF 16KB LPUARTS8
4019_C000 4019_FFFF 16KB LPUART7
4019_8000 4019_BFFF 16KB LPUART6
4019_4000 4019_7FFF 16KB LPUART5
4019_0000 4019_3FFF 16KB LPUART4
4018_C000 4018_FFFF 16KB LPUART3
4018_8000 4018_BFFF 16KB LPUART2
4018_4000 4018_7FFF 16KB LPUART1
4018_0000 4018_3FFF 16KB ROMCP
4017_C000 4017_FFFF 16KB AIPS-2 Configuration
4014_0000 4017_BFFF 240KB Reserved
4010_0000 4013_FFFF 256KB Reserved
The table below shows the AIPS-3 detailed memory map.

Table 2-4. AIPS-3 memory map

Start Address End Address Region Size NIC Port
402F_CO000 402F_FFFF 16KB DCP
402F_8000 402F_BFFF 16KB Reserved
402F_4000 402F_7FFF AIPS3 16KB Reserved
402F_0000 402F_3FFF 16KB SEMC
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Table 2-4. AIPS-3 memory map (continued)

Chapter 2 Memory Maps

Start Address End Address Region Size NIC Port
402E_CO000 402E_FFFF 16KB Reserved
402E_8000 402E_BFFF 16KB Reserved
402E_4000 402E_7FFF 16KB Reserved
402E_0000 402E_3FFF 16KB USB(USB)
402D_C000 402D_FFFF 16KB Reserved
402D_8000 402D_BFFF 16KB ENET
402D_4000 402D_7FFF 16KB ENET2
402D_0000 402D_3FFF 16KB Reserved
402C_C000 402C_FFFF 16KB Reserved
402C_8000 402C_BFFF 16KB Reserved
402C_4000 402C_7FFF 16KB USDHC2
402C_0000 402C_3FFF 16KB USDHCA1
402B_C000 402B_FFFF 16KB CsSl
402B_8000 402B_BFFF 16KB LCDIF
402B_4000 402B_7FFF 16KB PXP
402B_0000 402B_3FFF 16KB Reserved
402A_C000 402A_FFFF 16KB Reserved
402A_8000 402A_BFFF 16KB FlexSPI
402A_4000 402A_T7FFF 16KB FlexSPI2
402A_0000 402A_3FFF 16KB Reserved
4029_C000 4029_FFFF 16KB Reserved
4029_8000 4029_BFFF 16KB Reserved
4029_4000 4029_7FFF 16KB Reserved
4029_0000 4029_3FFF 16KB Reserved
4028_C000 4028_FFFF 16KB Reserved
4028_8000 4028_BFFF 16KB Reserved
4028_4000 4028_7FFF 16KB Reserved
4028_0000 4028_3FFF 16KB Reserved
4027_C000 4027_FFFF 16KB AIPS-3 Configuration
4024_0000 4027_BFFF 240KB Reserved
4020_0000 4023_FFFF 256KB Reserved
The table below shows the AIPS-4 detailed memory map.

Table 2-5. AIPS-4 memory map

Start Address End Address Region Size NIC Port
403F_C000 403F_FFFF 16KB LPI2C4
403F_8000 403F_BFFF AIPS-4 16KB LPI2C3
403F_4000 403F_7FFF 16KB LPI2C2
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Table 2-5. AIPS-4 memory map (continued)

Start Address End Address Region Size NIC Port
403F_0000 403F_3FFF 16KB LPI2CA
403E_C000 403E_FFFF 16KB BEE
403E_8000 403E_BFFF 16KB FLEXPWM4
403E_4000 403E_7FFF 16KB FLEXPWMS3
403E_0000 403E_3FFF 16KB FLEXPWM2
403D_C000 403D_FFFF 16KB FLEXPWM1
403D_8000 403D_BFFF 16KB Reserved
403D_4000 403D_7FFF 16KB ENC4
403D_0000 403D_3FFF 16KB ENC3
403C_C000 403C_FFFF 16KB ENC2
403C_8000 403C_BFFF 16KB ENCA1
403C_4000 403C_7FFF 16KB XBAR3
403C_0000 403C_3FFF 16KB XBAR2
403B_C000 403B_FFFF 16KB XBAR1
403B_8000 403B_BFFF 16KB AOI2
403B_4000 403B_7FFF 16KB AOI1
403B_0000 403B_3FFF 16KB ADC_ETC
403A_C000 403A_FFFF 16KB Reserved
403A_8000 403A_BFFF 16KB Reserved
403A_4000 403A_7FFF 16KB Reserved
403A_0000 403A_3FFF 16KB LPSPI4
4039_C000 4039_FFFF 16KB LPSPI3
4039_8000 4039_BFFF 16KB LPSPI2
4039_4000 4039_7FFF 16KB LPSPI1
4039_0000 4039_3FFF 16KB Reserved
4038_C000 4038_FFFF 16KB SAI3
4038_8000 4038_BFFF 16KB SAI2
4038_4000 4038_7FFF 16KB SAN
4038_0000 4038_3FFF 16KB SPDIF
4037_C000 4037_FFFF 16KB AIPS-4 Configuration
4034_0000 4037_BFFF 240KB Reserved
4030_0000 4033_FFFF 256KB Reserved
The table below shows the AIPS-4 detailed memory map.

Table 2-6. AIPS-5 memory map

Start Address End Address Region Size NIC Port

4208_0000 420F_FFFF AIPS-5 512KB zstsserved off platform
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Table 2-6. AIPS-5 memory map (continued)

Start Address End Address Region Size NIC Port
4207_C000 4207_FFFF 16KB Reserved
4207_8000 4207_BFFF 16KB Reserved
4207_4000 4207_7FFF 16KB Reserved
4207_0000 4207_3FFF 16KB Reserved
4206_C000 4206_FFFF 16KB Reserved
4206_8000 4206_BFFF 16KB Reserved
4206_4000 4206_7FFF 16KB Reserved
4206_0000 4206_3FFF 16KB Reserved
4205_C000 4205_FFFF 16KB Reserved
4205_8000 4205_BFFF 16KB Reserved
4205_4000 4205_7FFF 16KB Reserved
4205_0000 4205_3FFF 16KB Reserved
4204_C000 4204_FFFF 16KB Reserved
4204_8000 4204_BFFF 16KB Reserved
4204_4000 4204_7FFF 16KB Reserved
4204_0000 4204_3FFF 16KB Reserved
4203_C000 4203_FFFF 16KB Reserved
4203_8000 4203_BFFF 16KB Reserved
4203_4000 4203_7FFF 16KB Reserved
4203_0000 4203_3FFF 16KB Reserved
4202_C000 4202_FFFF 16KB Reserved
4202_8000 4202_BFFF 16KB Reserved
4202_4000 4202_7FFF 16KB Reserved
4202_0000 4202_3FFF 16KB FlexlO3
4201_C000 4201_FFFF 16KB Reserved
4201_8000 4201_BFFF 16KB Reserved
4201_4000 4201_7FFF 16KB Reserved
4201_0000 4201_3FFF 16KB Reserved
4200_C000 4200_FFFF 16KB GPIO9
4200_8000 4200_BFFF 16KB GPIO8
4200_4000 4200_7FFF 16KB GPIO7
4200_0000 4200_3FFF 16KB GPIO6
The table below shows the PPB detailed memory map.

Table 2-7. PPB memory map
Start Address End Address Size Allocation
EOOF_F000 EOOF_FFFF 4KB PPB ROM
EOOF_EO000 EOOF_EFFF 4KB Processor ROM

Table continues on the next page...
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Table 2-7. PPB memory map (continued)

Start Address End Address Size Allocation
EOOF_DO000 EOOF_DFFF 4KB SYS ROM
EOOF_0000 EOOF_CFFF 52KB PPB Reserved
E008_1000 EOOE_FFFF 444KB PPB Reserved
E008_0000 E008_OFFF 4KB MCM
E004_5000 E007_FFFF 236KB PPB Reserved
E004_4000 E004_4FFF 4KB PPB RES
E004_3000 E004_3FFF 4KB TSGEN
E004_2000 E004_2FFF 4KB CTI
E004_1000 E004_1FFF 4KB ETM
E004_0000 E004_OFFF 4KB TPIU

NOTE

Accessing the reserved memory regions can result in
unpredictable behavior.
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Chapter 3
Interrupts, DMA Events, and XBAR Assignments

3.1 Chip-specific Interrupt information
Table 3-1. Reference links to related information

Topic Related module or | Reference
subsystem
System memory map - System Memory Map
Clocking CCM Clock Management
Clock Control Module (CCM)
Audio Subsystem Audio Subsystem Audio Subsystem Overview
Power management PMU Power Management

Power Management Unit

Signal multiplexing IOMUX External Signals and Pin Multiplexing
IOMUX
Interrupts, DMA Events - Interrupts, DMA Events and XBAR Assignments

and XBAR Assignments

3.2 Overview

This section describes the assignments of interrupts from the ARM domain and from the
DMA events .

3.3 CM?7 interrupts

The Nested Vectored Interrupt Controller (NVIC) collects up to 240 interrupt request
sources and provides an interface to the Cortex-M7 core.

This table describes the Cortex-M7 interrupt sources:
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CM?7 interrupts

Table 3-2. CM7 domain interrupt summary

IRQ Module Logic Description
0 eDMA OR eDMA Channel 0 Transfer Complete
eDMA Channel 16 Transfer Complete
1 OR eDMA Channel 1 Transfer Complete
eDMA Channel 17 Transfer Complete
2 OR eDMA Channel 2 Transfer Complete
eDMA Channel 18 Transfer Complete
3 OR eDMA Channel 3 Transfer Complete
eDMA Channel 19 Transfer Complete
4 OR eDMA Channel 4 Transfer Complete
eDMA Channel 20 Transfer Complete
5 OR eDMA Channel 5 Transfer Complete
eDMA Channel 21 Transfer Complete
6 OR eDMA Channel 6 Transfer Complete
eDMA Channel 22 Transfer Complete
7 OR eDMA Channel 7 Transfer Complete
eDMA Channel 23 Transfer Complete
8 OR eDMA Channel 8 Transfer Complete
eDMA Channel 24 Transfer Complete
9 OR eDMA Channel 9 Transfer Complete
eDMA Channel 25 Transfer Complete
10 OR eDMA Channel 10 Transfer Complete
eDMA Channel 26 Transfer Complete
11 OR eDMA Channel 11 Transfer Complete
eDMA Channel 27 Transfer Complete
12 OR eDMA Channel 12 Transfer Complete
eDMA Channel 28 Transfer Complete
13 OR eDMA Channel 13 Transfer Complete
eDMA Channel 29 Transfer Complete
14 OR eDMA Channel 14 Transfer Complete
eDMA Channel 30 Transfer Complete
15 OR eDMA Channel 15 Transfer Complete
eDMA Channel 31 Transfer Complete
16 - Error Interrupt, Channels 0-15 / 16-31
17 CwMm7 - CTI trigger outputs (internal: CTIIRQ[O0])
18 - CTI trigger outputs (internal: CTIIRQ[1])
19 - CorePlatform exception IRQ
20 LPUART1 OR UART1 TX interrupt
UART1 RX interrupt
21 LPUART2 OR UART2 TX interrupt

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description

UART2 RX interrupt
22 LPUART3 OR UARTS3 TX interrupt
UARTS3 RX interrupt
23 LPUART4 OR UART4 TX interrupt
UART4 RX interrupt
24 LPUART5 OR UART5 TX interrupt
UARTS5 RX interrupt
25 LPUART6 OR UART6 TX interrupt
UART®6 RX interrupt
26 LPUART7 OR UART7 TX interrupt
UART?7 RX interrupt
27 LPUARTS OR UARTS8 TX interrupt
OR UART8 RX interrupt

28 LPI2CA OR I12C-1 Interrupt master async

I12C-1 Interrupt slave async

12C-1 Interrupt master

I12C-1 Interrupt slave
29 LPI2C2 OR I12C-2 Interrupt master async
I12C-2 Interrupt slave async

I12C-2 Interrupt master

I12C-2 Interrupt slave
30 LPI2C3 OR I2C-3 Interrupt master async
I12C-3 Interrupt slave async

I12C-3 Interrupt master

I12C-3 Interrupt slave
31 LPI2C4 OR I12C-4 Interrupt master async
I12C-4 Interrupt slave async

12C-4 Interrupt master

I2C-4 Interrupt slave

32 LPSPI1 - LPSPI interrupt request line to the core
33 LPSPI2 - LPSPI interrupt request line to the core
34 LPSPI3 - LPSPI interrupt request line to the core
35 LPSPI4 - LPSPI interrupt request line to the core
36 FLEXCAN1 - Combined interrupt of ini_int_busoff, ini_int_error,

ipi_int_mbor, ipi_int_rxwarning, ipi_int_txwarning and
ipi_int_wakein.

37 FLEXCAN2 - Combined interrupt of ini_int_busoff, ini_int_error,
ipi_int_mbor, ipi_int_rxwarning, ipi_int_txwarning and
ipi_int_wakein.

38 CM7 - FlexRAM address out of range Or access hit IRQ

Table continues on the next page...
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CM?7 interrupts

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description
39 KPP - Keypad Interrupt
40 TSC_DIG - TSC interrupt
41 GPR_IRQ - Used to notify cores on exception condition while boot
42 LCDIF - LCDIF Sync Interrupt
43 CsSi - CSl interrupt
44 PXP - PXP interrupt
45 WDOG2 - Watchdog Timer reset
46 SNVS_HP_WRAPPER - SNVS Functional Interrupt
47 - SNVS Security Interrupt
48 SNVS_LP_WRAPPER OR ON-OFF button press shorter than 5 secs (pulse event)
SNVS_HP_WRAPPER ON-OFF button press shorter than 5 secs (pulse event)
49 CSu - CSU Interrupt Request 1. Indicates to the processor
that one or more alarm inputs were asserted
50 DCP - Combined DCP channel interrupts (except channel 0)
and CRC interrupt
51 - IRQ of DCP channel 0
52 - Reserved
53 TRNG - TRNG Interrupt
54 Reserved - Reserved
55 BEE - BEE IRQ
56 SAN OR SAIl RX interrupt
SAI RX async interrupt
SAI TX interrupt
SAl TX async interrupt
57 SAI2 OR SAI RX interrupt
SAI RX async interrupt
SAI TX interrupt
SAI TX async interrupt
58 SAI3 - SAI RX interrupt
59 - SAI TX interrupt
60 SPDIF OR SPDIF Rx interrupt
SPDIF Tx interrupt
61 PMU - Brown-out event on either the 1.1, 2.5 or 3.0 regulators.
62 Reserved - Reserved
63 Temperature Monitor OR TempSensor low
TempSensor high
64 - TempSensor panic
65 USB PHY - USBPHY (UTMIO), Interrupt
66 - USBPHY (UTMI1), Interrupt
67 ADCA1 OR ADCH1 interrupt

Table continues on the next page...
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Table 3-2. CM7 domain interrupt summary (continued)

Chapter 3 Interrupts, DMA Events, and XBAR Assignments

IRQ Module Logic Description

ADC1 async interrupt

68 ADC2 OR ADC2 interrupt
ADC2 async interrupt

69 DCDC - DCDC IRQ

70 Reserved - Reserved

71 Reserved - Reserved

72 GPIO1 - Active HIGH Interrupt from INTO from GPIO

73 - Active HIGH Interrupt from INT1 from GPIO

74 - Active HIGH Interrupt from INT2 from GPIO

75 - Active HIGH Interrupt from INT3 from GPIO

76 - Active HIGH Interrupt from INT4 from GPIO

77 - Active HIGH Interrupt from INT5 from GPIO

78 - Active HIGH Interrupt from INT6 from GPIO

79 - Active HIGH Interrupt from INT7 from GPIO

80 - Combined interrupt indication for GPIO1 signal 0
throughout 15

81 - Combined interrupt indication for GPIO1 signal 16
throughout 31

82 GPIO2 - Combined interrupt indication for GPIO2 signal 0
throughout 15

83 - Combined interrupt indication for GPIO2 signal 16
throughout 31

84 GPIO3 - Combined interrupt indication for GPIO3 signal 0
throughout 15

85 - Combined interrupt indication for GPIO3 signal 16
throughout 31

86 GPIO4 - Combined interrupt indication for GP1O4 signal 0
throughout 15

87 - Combined interrupt indication for GPIO4 signal 16
throughout 31

88 GPIO5 - Combined interrupt indication for GPIO5 signal 0
throughout 15

89 - Combined interrupt indication for GPIO5 signal 16
throughout 31

90 FLEXIO1 OR FlexIO interrupt
FlexlO asynchronous interrupt

91 FLEXIO2 OR FlexIO interrupt
FlexlO asynchronous interrupt

92 WDOG1 - Watchdog Timer reset

93 RTWDOG OR Watchdog Timer reset
Watchdog Timer Async reset

94 EWM - EWM IRQ

Table continues on the next page...
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CM?7 interrupts

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description
95 CCM - CCM, Interrupt Request 1
96 - CCM, Interrupt Request 2
97 GPC - GPC, Interrupt Request
98 SRC - SRC interrupt request
99 Reserved - Reserved
100 GPT1 - All interrupts combined. OR of GPT1 Rollover interrupt

line, Input Capture 1 & 2 lines, Output Compare 1,2 &3
Interrupt lines

101 GPT2 - All interrupts combined. OR of GPT2 Rollover interrupt
line, Input Capture 1 & 2 lines, Output Compare 1,2 &3
Interrupt lines

102 FLEXPWM!1 OR capture PWMO interrupt
compare PWMO interrupt
reload PWMO interrupt

103 OR capture PWM1 interrupt
compare PWM1 interrupt
reload PWM1 interrupt

104 OR capture PWM2 interrupt
compare PWM2 interrupt
reload PWM2 interrupt

105 OR capture PWMS3 interrupt
compare PWMS3 interrupt
reload PWMBS interrupt

106 OR fault interrupt
reload error interrupt
107 FLEXSPI2 - FlexSPI12 IRQ
108 FLEXSPI - FlexSPI IRQ
109 SEMC - SEMC
110 USDHCH1 - uSDHC1 Interrupt Request
111 USDHC2 - uSDHC2 Interrupt Request
112 uUsSB - USBO2 USB OTG2
113 - USBO2 USB OTG1
114 ENET OR MAC 0 Periodic Timer Overflow

MAC 0 Time Stamp Available
MAC 0 Payload Receive Error
MAC 0 Transmit FIFO Underrun
MAC 0 Collision Retry Limit
MAC 0 Late Collision

MAC 0 Ethernet Bus Error

MAC 0 MIl Data Transfer Done
MAC 0 Receive Buffer Done

Table continues on the next page...
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Table 3-2. CM7 domain interrupt summary (continued)

Chapter 3 Interrupts, DMA Events, and XBAR Assignments

IRQ

Module

Logic

Description

115

MAC 0 Receive Frame Done

MAC 0 Transmit Buffer Done

MAC 0 Transmit Frame Done

MAC 0 Graceful Stop

MAC 0 Babbling Transmit Error

MAC 0 Babbling Receive Error

MAC 0 Wakeup Request (sync)

MAC 0 1588 Timer Interrupt — synchronous

116

117

XBAR1

OR

XBAR IRQO

XBAR IRQ1

OR

XBAR IRQ2

XBAR IRQ3

118

119

120

121

ADC_ETC

adc_etc IRQO

adc_etc IRQ1

adc_etc IRQ2

adc_etc Error IRQ

122

PIT

OR

PIT timer 0O interrupt

PIT timer 1 interrupt

PIT timer 2 interrupt

PIT timer 3 interrupt

123

124

125

126

ACMP

ACMP 1 IRQ

ACMP 2 IRQ

ACMP 3 IRQ

ACMP 4 IRQ

127

Reserved

Reserved

128

Reserved

Reserved

129

ENC1

OR

Index marker interrupt

Home marker interrupt

watchdog timeout interrupt

compare interrupt

simultaneous input switching interrupt

130

ENC2

OR

Index marker interrupt

Home marker interrupt

watchdog timeout interrupt

compare interrupt

simultaneous input switching interrupt

131

ENC3

OR

Index marker interrupt

Home marker interrupt

watchdog timeout interrupt

Table continues on the next page...
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CM?7 interrupts

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description

compare interrupt

simultaneous input switching interrupt
132 ENC4 OR Index marker interrupt

Home marker interrupt

watchdog timeout interrupt

compare interrupt

simultaneous input switching interrupt
133 QTIMER1 OR Interrupt request for timer #0
Interrupt request for timer #1

Interrupt request for timer #2

Interrupt request for timer #3
134 QTIMER2 OR Interrupt request for timer #0
Interrupt request for timer #1

Interrupt request for timer #2

Interrupt request for timer #3
135 QTIMER3 OR Interrupt request for timer #0

Interrupt request for timer #1

Interrupt request for timer #2

Interrupt request for timer #3
136 QTIMER4 OR Interrupt request for timer #0
Interrupt request for timer #1

Interrupt request for timer #2

Interrupt request for timer #3
137 FLEXPWM2 OR capture PWMO interrupt
compare PWMO interrupt
reload PWMO interrupt

138 OR capture PWM1 interrupt
compare PWM1 interrupt
reload PWM1 interrupt

139 OR capture PWM2 interrupt
compare PWM2 interrupt
reload PWM2 interrupt

140 OR capture PWMB3 interrupt
compare PWMS3 interrupt
reload PWMBS interrupt

141 OR fault interrupt
reload error interrupt
142 FLEXPWM3 OR capture PWMO interrupt

compare PWMO interrupt

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description
reload PWMO interrupt
143 OR capture PWM1 interrupt
compare PWM1 interrupt
reload PWM1 interrupt
144 OR capture PWM2 interrupt
compare PWM2 interrupt
reload PWM2 interrupt
145 OR capture PWMS interrupt
compare PWM3 interrupt
reload PWMS3 interrupt

146 OR fault interrupt
reload error interrupt
147 FLEXPWM4 OR capture PWMO interrupt

compare PWMO interrupt
reload PWMO interrupt
148 OR capture PWM1 interrupt
compare PWM1 interrupt
reload PWM1 interrupt
149 OR capture PWM2 interrupt
compare PWM2 interrupt
reload PWM2 interrupt
150 OR capture PWMB3 interrupt
compare PWMS interrupt
reload PWMS3 interrupt
151 OR fault interrupt

reload error interrupt

152 ENET2 OR MAC 0 Periodic Timer Overflow
MAC 0 Time Stamp Available
MAC 0 Payload Receive Error
MAC 0 Transmit FIFO Underrun
MAC 0 Collision Retry Limit
MAC 0 Late Collision

MAC 0 Ethernet Bus Error
MAC 0 MIl Data Transfer Done
MAC 0 Receive Buffer Done
MAC 0 Receive Frame Done
MAC 0 Transmit Buffer Done
MAC 0 Transmit Frame Done
MAC 0 Graceful Stop

Table continues on the next page...
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AR
DMA Mux

Table 3-2. CM7 domain interrupt summary (continued)

IRQ Module Logic Description

MAC 0 Babbling Transmit Error

MAC 0 Babbling Receive Error

MAC 0 Wakeup Request (sync)

153 ENET2 - MAC 0 1588 Timer Interrupt — synchronous
154 FLEXCANS3 OR Interrupt from busoff

Interrupt from CAN line error

OR'ed interrupts from ipi_int_MB

RX warning Interrupt

TX warning Interrupt

Interrupt from wake up

Interrupt from match in PN

Interrupt from timeout in PN

Correctable error interrupt

Non correctable error int host

Non correctable error int internal

Busoff done interrupt

FD error interrupt

155 Reserved - Reserved

156 FLEXIO3 OR FlexIO3 interrupt

FlexlO3 asynchronous interrupt

157 GPI106/7/8/9 - OR'ed interrupt of gpio6, gpio7, gpio8 and gpio9
158-159 Reserved - Reserved

3.4 DMA Mux

This table shows the DMA request signals for the peripherals in the chip:
Table 3-3. DMA MUX Mapping

Channel Module Logic Description

0 FLEXIOA OR FlexlO DMA Request 0
OR FlexlO Async DMA Request 0
OR FlexIO DMA Request 1
OR FlexIO Async DMA Request 1

1 FLEXIO2 OR FlexIO DMA Request 0
OR FlexIO Async DMA Request 0
OR FlexlO DMA Request 1
OR FlexlO Async DMA Request 1

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-3. DMA MUX Mapping (continued)

Channel Module Logic Description
2 LPUART1 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
3 LPUART1 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
4 LPUART3 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
5 LPUART3 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
6 LPUARTS5 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
7 LPUARTS5 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
8 LPUART7 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
9 LPUART7 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
10 Reserved - Reserved
11 FLEXCAN3 - FLEXCAN3 DMA Request
12 csi - CSI Write DMA Request
13 LPSPI1 OR LPSPI RX FIFO DMA Request
OR LPSPI RX FIFO Async DMA
Request
14 LPSPI1 OR LPSPI TX FIFO DMA Request
OR LPSPI TX FIFO Async DMA
Request
15 LPSPI3 OR LPSPI RX FIFO DMA Request
OR LPSPI RX FIFO Async DMA
Request
16 LPSPI3 OR LPSPI TX FIFO DMA Request
OR LPSPI TX FIFO Async DMA
Request
17 LPI2CA OR I12C Master RX FIFO DMA Request
OR I2C Master RX FIFO Async DMA
Request
OR I12C Slave RX FIFO DMA Request

Table continues on the next page...
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DMA Mux
Table 3-3. DMA MUX Mapping (continued)
Channel Module Logic Description
OR I2C Slave RX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request
OR I12C Master TX FIFO Async DMA
Request
OR I12C Slave TX FIFO DMA Request
OR I2C Slave TX FIFO Async DMA
Request
18 LPI2C3 OR I2C Master RX FIFO DMA Request
OR I12C Master RX FIFO Async DMA
Request
OR I12C Slave RX FIFO DMA Request
OR I12C Slave RX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request
OR I12C Master TX FIFO Async DMA
Request
OR I12C Slave TX FIFO DMA Request
OR I12C Slave TX FIFO Async DMA
Request
19 SAN - SAI RX FIFO DMA Request
20 SAI1 - SAI TX FIFO DMA Request
21 SAI2 - SAI RX FIFO DMA Request
22 SAI2 - SAI TX FIFO DMA Request
23 ADC_ETC - ADC ETC DMA Request
24 ADCA1 - ADC DMA Request
25 ACMP - ACMP1 DMA Request
26 ACMP3 DMA Request
27 Reserved - Reserved
28 FLEXSPI - FlexSPI RX FIFO DMA Request
29 FLEXSPI - FlexSPI TX FIFO DMA Request
30 XBART1 - XBAR DMA Request 0
31 XBAR1 - XBAR DMA Request 1
32 FLEXPWM1 - Read DMA request for capture regs
of sub-module PWMO
33 FLEXPWM!1 - Read DMA request for capture regs
of sub-module PWM1
34 FLEXPWM1 - Read DMA request for capture regs
of sub-module PWM2
35 FLEXPWM!1 - Read DMA request for capture regs
of sub-module PWMS3
36 FLEXPWM1 - Write DMA request for value regs of
sub-module PWMO

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-3. DMA MUX Mapping (continued)

Channel Module Logic Description
37 FLEXPWM1 - Write DMA request for value regs of
sub-module PWMH1
38 FLEXPWM!1 - Write DMA request for value regs of
sub-module PWM2
39 FLEXPWM1 - Write DMA request for value regs of
sub-module PWM3
40 FLEXPWMS3 - Read DMA request for capture regs
of sub-module PWMO
4 FLEXPWMS3 - Read DMA request for capture regs
of sub-module PWM1
42 FLEXPWM3 - Read DMA request for capture regs
of sub-module PWM2
43 FLEXPWMS3 - Read DMA request for capture regs
of sub-module PWM3
44 FLEXPWMS3 - Write DMA request for value regs of
sub-module PWMO
45 FLEXPWM3 - Write DMA request for value regs of
sub-module PWMH1
46 FLEXPWM3 - Write DMA request for value regs of
sub-module PWM2
47 FLEXPWM3 - Write DMA request for value regs of
sub-module PWM3
48 QTIMER1 - DMA read request for capt in timer
#0
49 QTIMER1 - DMA read request for capt in timer
#1
50 QTIMER1 - DMA read request for capt in timer
#2
51 QTIMER1 - DMA read request for capt in timer
#3
52 QTIMER1 OR DMA write request for cmpld1 in
timer #0
OR DMA write request for cmpld2 in
timer #1
53 QTIMER1 OR DMA write request for cmpld1 in
timer #1
OR DMA write request for cmpld2 in
timer #0
54 QTIMER1 OR DMA write request for cmpld1 in
timer #2
OR DMA write request for cmpld2 in
timer #3
55 QTIMER1 OR DMA write request for cmpld1 in
timer #3
OR DMA write request for cmpld2 in
timer #2

Table continues on the next page...
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Table 3-3. DMA MUX Mapping (continued)
Channel Module Logic Description
56 QTIMER3 OR DMA read request for capt in timer
#0
OR DMA write request for cmpld1 in
timer #0
OR DMA write request for cmpld2 in
timer #1
57 QTIMER3 OR DMA read request for capt in timer
#1
OR DMA write request for cmpld1 in
timer #1
OR DMA write request for cmpld2 in
timer #0
58 QTIMER3 OR DMA read request for capt in timer
#2
OR DMA write request for cmpld1 in
timer #2
OR DMA write request for cmpld2 in
timer #3
59 QTIMER3 OR DMA read request for capt in timer
#3
OR DMA write request for cmpld1 in
timer #3
OR DMA write request for cmpld2 in
timer #2
60 FlexSPI2 - FlexSPI2 RX FIFO DMA Request
61 FlexSPI2 - FlexSPI2 TX FIFO DMA Request
62 Reserved - Reserved
63 Reserved - Reserved
64 FLEXIO1 OR FlexIO DMA Request 2
OR FlexIO Async DMA Request 2
OR FlexlO DMA Request 3
OR FlexlO Async DMA Request 3
65 FLEXIO2 OR FlexIO DMA Request 2
OR FlexlO Async DMA Request 2
OR FlexlO DMA Request 3
OR FlexlO Async DMA Request 3
66 LPUART2 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
67 LPUART2 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
68 LPUART4 OR UART TX FIFO DMA Request

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-3. DMA MUX Mapping (continued)

Channel Module Logic Description
OR UART TX FIFO Async DMA
Request
69 LPUART4 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
70 LPUART6 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
71 LPUART6 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
72 LPUARTS8 OR UART TX FIFO DMA Request
OR UART TX FIFO Async DMA
Request
73 LPUARTS8 OR UART RX FIFO DMA Request
OR UART RX FIFO Async DMA
Request
74 Reserved - Reserved
75 PXP - PXP DMA Event
76 LCDIF - LCDIF DMA Event
77 LPSPI2 OR LPSPI RX FIFO DMA Request
OR LPSPI RX FIFO Async DMA
Request
78 LPSPI2 OR LPSPI TX FIFO DMA Request
OR LPSPI TX FIFO Async DMA
Request
79 LPSPI4 OR LPSPI RX FIFO DMA Request
OR LPSPI RX FIFO Async DMA
Request
80 LPSPI4 OR LPSPI TX FIFO DMA Request
OR LPSPI TX FIFO Async DMA
Request
81 LPI2C2 OR I12C Master RX FIFO DMA Request
OR I12C Master RX FIFO Async DMA
Request
OR I12C Slave RX FIFO DMA Request
OR I12C Slave RX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request
OR I12C Master TX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request

Table continues on the next page...
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DMA Mux
Table 3-3. DMA MUX Mapping (continued)
Channel Module Logic Description
OR I12C Master TX FIFO Async DMA
Request
82 LPI2C4 OR I12C Master RX FIFO DMA Request
OR I12C Master RX FIFO Async DMA
Request
OR I2C Slave RX FIFO DMA Request
OR I12C Slave RX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request
OR I12C Master TX FIFO Async DMA
Request
OR I12C Master TX FIFO DMA Request
OR I12C Master TX FIFO Async DMA
Request
83 SAI3 - SAI RX FIFO DMA Request
84 SAI3 - SAI TX FIFO DMA Request
85 SPDIF - SPDIF RX DMA Request
86 SPDIF - SPDIF TX DMA Request
87 Reserved - Reserved
88 ADC2 - ADC DMA Request
89 ACMP - ACMP2 DMA Request
90 ACMP4 DMA Request
91 Reserved - Reserved
92 ENET - ENET Timer DMA Request 0
93 ENET - ENET Timer DMA Request 1
94 XBART1 - XBAR DMA Request 2
95 XBAR1 - XBAR DMA Request 3
96 FLEXPWM2 - Read DMA request for capture regs
of sub-module PWMO
97 FLEXPWM2 - Read DMA request for capture regs
of sub-module PWM1
98 FLEXPWM2 - Read DMA request for capture regs
of sub-module PWM2
99 FLEXPWM2 - Read DMA request for capture regs
of sub-module PWMS3
100 FLEXPWM2 - Write DMA request for value regs of
sub-module PWMO
101 FLEXPWM2 - Write DMA request for value regs of
sub-module PWMH1
102 FLEXPWM2 - Write DMA request for value regs of
sub-module PWM2
103 FLEXPWM2 - Write DMA request for value regs of
sub-module PWM3

Table continues on the next page...
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Chapter 3 Interrupts, DMA Events, and XBAR Assignments

Table 3-3. DMA MUX Mapping (continued)

Channel Module Logic Description

104 FLEXPWM4 - Read DMA request for capture regs
of sub-module PWMO

105 FLEXPWM4 - Read DMA request for capture regs
of sub-module PWM1

106 FLEXPWM4 - Read DMA request for capture regs
of sub-module PWM2

107 FLEXPWM4 - Read DMA request for capture regs
of sub-module PWM3

108 FLEXPWM4 - Write DMA request for value regs of
sub-module PWMO

109 FLEXPWM4 - Write DMA request for value regs of
sub-module PWMH1

110 FLEXPWM4 - Write DMA request for value regs of
sub-module PWM2

111 FLEXPWM4 - Write DMA request for value regs of
sub-module PWM3

112 QTIMER2 - DMA read request for capt in timer
#0

113 QTIMER2 - DMA read request for capt in timer
#1

114 QTIMER2 - DMA read request for capt in timer
#2

115 QTIMER2 - DMA read request for capt in timer
#3

116 QTIMER2 OR DMA write request for cmpld1 in
timer #0

OR DMA write request for cmpld2 in
timer #1

117 QTIMER2 OR DMA write request for cmpld1 in
timer #1

OR DMA write request for cmpld2 in
timer #0

118 QTIMER2 OR DMA write request for cmpld1 in
timer #2

OR DMA write request for cmpld2 in
timer #3

119 QTIMER2 OR DMA write request for cmpld1 in
timer #3

OR DMA write request for cmpld2 in
timer #2

120 QTIMER4 OR DMA read request for capt in timer
#0

OR DMA write request for cmpld1 in
timer #0

OR DMA write request for cmpld2 in
timer #1

Table continues on the next page...
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XBAR Resource Assignments

Table 3-3. DMA MUX Mapping (continued)

Channel Module Logic Description
121 QTIMER4 OR DMA read request for capt in timer
#1
OR DMA write request for cmpld1 in
timer #1
OR DMA write request for cmpld2 in
timer #0
122 QTIMER4 OR DMA read request for capt in timer
#2
OR DMA write request for cmpld1 in
timer #2
OR DMA write request for cmpld2 in
timer #3
123 QTIMER4 OR DMA read request for capt in timer
#3
OR DMA write request for cmpld1 in
timer #3
OR DMA write request for cmpld2 in
timer #2
124 ENET2 - ENET2 Timer DMA Request 0
125 ENET2 - ENET2 Timer DMA Request 1
126-127 Reserved - Reserved

3.5 XBAR Resource Assignments
This table shows the XBAR resource assignments in the chip.

NOTE
ADC_ETC0_COCOO ... ADC_ETC1_COCO3 in the table are
corresponding to coco0 ... coco7, also ADC_ETC_TRIGOO ...
ADC_ETC_TRIGI13 corresponding to trg0 ... trg7, see the
figure "ADC_ETC block diagram" in the ADC_ETC chapter.

Table 3-4. XBAR1 Input Assignments

Assigned Input XBAR1 Input Gate
LOGIC LOW XBAR1_INOO -
LOGIC HIGH XBAR1_INO1 -
IOMUX_XBAR_IN02 XBAR1_INO2 -
IOMUX_XBAR_INO3 XBAR1_INO3 -
IOMUX_XBAR_INOUTO04 XBAR1_INO4 -
IOMUX_XBAR_INOUTO05 XBAR1_INO5 -
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Table 3-4. XBAR1 Input Assignments (continued)

Assigned Input XBART1 Input Gate
IOMUX_XBAR_INOUT06 XBAR1_INO6 -
IOMUX_XBAR_INOUTO07 XBAR1_INO7 -
IOMUX_XBAR_INOUT08 XBAR1_INO8 -
IOMUX_XBAR_INOUT09 XBAR1_INO9 -
IOMUX_XBAR_INOUT10 XBAR1_IN10 -
IOMUX_XBAR_INOUT11 XBAR1_IN11 -
IOMUX_XBAR_INOUT12 XBAR1_IN12 -
IOMUX_XBAR_INOUT13 XBAR1_IN13 -
IOMUX_XBAR_INOUT 14 XBAR1_IN14 -
IOMUX_XBAR_INOUT15 XBAR1_IN15 -
IOMUX_XBAR_INOUT16 XBAR1_IN16 -
IOMUX_XBAR_INOUT17 XBAR1_IN17 -
IOMUX_XBAR_INOUT18 XBAR1_IN18 -
IOMUX_XBAR_INOUT19 XBAR1_IN19 -
IOMUX_XBAR_IN20 XBAR1_IN20 -
IOMUX_XBAR_IN21 XBAR1_IN21 -
IOMUX_XBAR_IN22 XBAR1_IN22 -
IOMUX_XBAR_IN23 XBAR1_IN23 -
IOMUX_XBAR_IN24 XBAR1_IN24 -
IOMUX_XBAR_IN25 XBAR1_IN25 -
ACMP1_OUT XBAR1_IN26 -
ACMP2_OUT XBAR1_IN27 -
ACMP3_OUT XBAR1_IN28 -
ACMP4_OUT XBAR1_IN29 -
Reserved XBAR1_IN30 -
Reserved XBAR1_IN31 -
QTIMER3_TIMERO XBAR1_IN32 -
QTIMER3_TIMER1 XBAR1_IN33 -
QTIMER3_TIMER2 XBAR1_IN34 -
QTIMER3_TIMER3 XBAR1_IN35 -
QTIMER4_TIMERO XBAR1_IN36 -
QTIMER4_TIMER1 XBAR1_IN37 -
QTIMER4_TIMER2 XBAR1_IN38 -
QTIMER4_TIMER3 XBAR1_IN39 -
FLEXPWM1_PWM1_OUT_TRIGO XBAR1_IN40 OR
FLEXPWM1_PWM1_OUT_TRIG1 OR
FLEXPWM1_PWM2_OUT_TRIGO XBAR1_IN41 OR
FLEXPWM1_PWM2_OUT_TRIG1 OR
FLEXPWM1_PWM3_OUT_TRIGO XBAR1_IN42 OR

Table continues on the next page...
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Table 3-4. XBAR1 Input Assignments (continued)

Assigned Input XBART1 Input Gate
FLEXPWM1_PWM3_OUT_TRIG1 OR
FLEXPWM1_PWM4_OUT_TRIGO XBAR1_IN43 OR
FLEXPWM1_PWM4_OUT_TRIG1 OR
FLEXPWM2_PWM1_OUT_TRIGO XBAR1_IN44 OR
FLEXPWM2_PWM1_OUT_TRIG1 OR
FLEXPWM2_PWM2_OUT_TRIGO XBAR1_IN45 OR
FLEXPWM2_PWM2_OUT_TRIG1 OR
FLEXPWM2_PWM3_OUT_TRIGO XBAR1_IN46 OR
FLEXPWM2_PWM3_OUT_TRIG1 OR
FLEXPWM2_PWM4_OUT_TRIGO XBAR1_IN47 OR
FLEXPWM2_PWM4_OUT_TRIG1 OR
FLEXPWM3_PWM1_OUT_TRIGO XBAR1_IN48 OR
FLEXPWM3_PWM1_OUT_TRIG1 OR
FLEXPWM3_PWM2_OUT_TRIGO XBAR1_IN49 OR
FLEXPWM3_PWM2_OUT_TRIG1 OR
FLEXPWM3_PWM3_OUT_TRIGO XBAR1_IN50 OR
FLEXPWM3_PWM3_OUT_TRIG1 OR
FLEXPWM3_PWM4_OUT_TRIGO XBAR1_IN51 OR
FLEXPWM3_PWM4_OUT_TRIG1 OR
FLEXPWM4_PWM1_OUT_TRIGO XBAR1_IN52 OR
FLEXPWM4_PWM1_OUT_TRIG1 OR
FLEXPWM4_PWM2_OUT_TRIGO XBAR1_IN53 OR
FLEXPWM4_PWM2_OUT_TRIG1 OR
FLEXPWM4_PWM3_OUT_TRIGO XBAR1_IN54 OR
FLEXPWM4_PWM3_OUT_TRIG1 OR
FLEXPWM4_PWM4_OUT_TRIGO XBAR1_IN55 OR
FLEXPWM4_PWM4_OUT_TRIG1 OR
PIT_TRIGGERO XBAR1_IN56 -
PIT_TRIGGERH1 XBAR1_IN57 -
PIT_TRIGGER2 XBAR1_IN58 -
PIT_TRIGGER3 XBAR1_IN59 -
ENC1_POS_MATCH XBAR1_IN60 -
ENC2_POS_MATCH XBAR1_IN61 -
ENC3_POS_MATCH XBAR1_IN62 -
ENC4_POS_MATCH XBAR1_IN63 -
DMA_DONEO XBAR1_IN64 -
DMA_DONE?1 XBAR1_IN65 -
DMA_DONE2 XBAR1_IN66 -
DMA_DONES3 XBAR1_IN67 -
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Table 3-4. XBAR1 Input Assignments (continued)

Assigned Input XBAR1 Input Gate
DMA_DONE4 XBAR1_IN68
DMA_DONES5 XBAR1_IN69
DMA_DONES6 XBAR1_IN70
DMA_DONE7 XBAR1_IN71
AOI1_OUTO XBAR1_IN72
AQI1_OUT1 XBAR1_IN73
AOI1_OUT2 XBAR1_IN74
AOI1_OUT3 XBAR1_IN75
AOI2_OUTO XBAR1_IN76
AOI2_OUT1 XBAR1_IN77
AOI2_0OUT2 XBAR1_IN78
AOI2_OUT3 XBAR1_IN79
ADC_ETC0_COCO0 XBAR1_IN80O
ADC_ETCO0_COCOf1 XBAR1_IN81
ADC_ETC0_COCO2 XBAR1_IN82
ADC_ETCO0_COCO3 XBAR1_IN83
ADC_ETC1_COCO0 XBAR1_IN84
ADC_ETC1_COCO1 XBAR1_IN85
ADC_ETC1_COCO2 XBAR1_IN86
ADC_ETC1_COCO3 XBAR1_IN87

Table 3-5. XBAR2 Input Assignments

Assigned Input XBAR2 Input Gate
LOGIC LOW XBAR2_INOO
LOGIC HIGH XBAR2_INO1
Reserved XBAR2_INO2
Reserved XBAR2_INO3
Reserved XBAR2_INO4
Reserved XBAR2_INO5
ACMP1_OUT XBAR2_INO6
ACMP2_OUT XBAR2_INO7
ACMP3_OUT XBAR2_INO8
ACMP4_OUT XBAR2_IN09
Reserved XBAR2_IN10
Reserved XBAR2_IN11
QTIMERS3_TIMERO XBAR2_IN12
QTIMERS3_TIMER1 XBAR2_IN13
QTIMERS3_TIMER2 XBAR2_IN14
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Table 3-5. XBAR2 Input Assignments (continued)

Assigned Input XBAR2 Input Gate
QTIMER3_TIMER3 XBAR2_IN15 -
QTIMER4_TIMERO XBAR2_IN16 -
QTIMER4_TIMER1 XBAR2_IN17 -
QTIMER4_TIMER2 XBAR2_IN18 -
QTIMER4_TIMER3 XBAR2_IN19 -
FLEXPWM1_PWM1_OUT_TRIGO XBAR2_IN20 OR
FLEXPWM1_PWM1_OUT_TRIG1 XBAR2_IN20 OR
FLEXPWM1_PWM2_OUT_TRIGO XBAR2_IN21 OR
FLEXPWM1_PWM2_OUT_TRIG1 XBAR2_IN21 OR
FLEXPWM1_PWM3_OUT_TRIGO XBAR2_IN22 OR
FLEXPWM1_PWM3_OUT_TRIGH1 XBAR2_IN22 OR
FLEXPWM1_PWM4_OUT_TRIGO XBAR2_IN23 OR
FLEXPWM1_PWM4_OUT_TRIG1 XBAR2_IN23 OR
FLEXPWM2_PWM1_OUT_TRIGO XBAR2_IN24 OR
FLEXPWM2_PWM1_OUT_TRIG1 XBAR2_IN24 OR
FLEXPWM2_PWM2_OUT_TRIGO XBAR2_IN25 OR
FLEXPWM2_PWM2_OUT_TRIG1 XBAR2_IN25 OR
FLEXPWM2_PWM3_OUT_TRIGO XBAR2_IN26 OR
FLEXPWM2_PWM3_OUT_TRIG1 XBAR2_IN26 OR
FLEXPWM2_PWM4_OUT_TRIGO XBAR2_IN27 OR
FLEXPWM2_PWM4_OUT_TRIG1 XBAR2_IN27 OR
FLEXPWM3_PWM1_OUT_TRIGO XBAR2_IN28 OR
FLEXPWM3_PWM1_OUT_TRIGH1 XBAR2_IN28 OR
FLEXPWM3_PWM2_OUT_TRIGO XBAR2_IN29 OR
FLEXPWM3_PWM2_OUT_TRIG1 XBAR2_IN29 OR
FLEXPWM3_PWM3_OUT_TRIGO XBAR2_IN30 OR
FLEXPWM3_PWM3_OUT_TRIG1 XBAR2_IN30 OR
FLEXPWM3_PWM4_OUT_TRIGO XBAR2_IN31 OR
FLEXPWM3_PWM4_OUT_TRIGH1 XBAR2_IN31 OR
FLEXPWM4_PWM1_OUT_TRIGO XBAR2_IN32 OR
FLEXPWM4_PWM1_OUT_TRIG1 XBAR2_IN32 OR
FLEXPWM4_PWM2_OUT_TRIGO XBAR2_IN33 OR
FLEXPWM4_PWM2_OUT_TRIG1 XBAR2_IN33 OR
FLEXPWM4_PWM3_OUT_TRIGO XBAR2_IN34 OR
FLEXPWM4_PWM3_OUT_TRIGH1 XBAR2_IN34 OR
FLEXPWM4_PWM4_OUT_TRIGO XBAR2_IN35 OR
FLEXPWM4_PWM4_OUT_TRIG1 XBAR2_IN35 OR
PIT_TRIGGERO XBAR2_IN36 -
PIT_TRIGGER1 XBAR2_IN37 -
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Table 3-5. XBAR2 Input Assignments (continued)

Assigned Input XBAR2 Input Gate
ADC_ETC0_COCO0 XBAR2_IN38
ADC_ETCO0_COCOf1 XBAR2_IN39
ADC_ETC0_COCO2 XBAR2_IN40
ADC_ETCO0_COCO3 XBAR2_IN41
ADC_ETC1_COCO0 XBAR2_IN42
ADC_ETC1_COCO1 XBAR2_IN43
ADC_ETC1_COCO2 XBAR2_IN44
ADC_ETC1_COCO3 XBAR2_IN45
ENC1_POS_MATCH XBAR2_IN46
ENC2_POS_MATCH XBAR2_IN47
ENC3_POS_MATCH XBAR2_IN48
ENC4_POS_MATCH XBAR2_IN49
DMA_DONEO XBAR2_IN50
DMA_DONE1 XBAR2_IN51
DMA_DONE2 XBAR2_IN52
DMA_DONE3 XBAR2_IN53
DMA_DONE4 XBAR2_IN54
DMA_DONES5 XBAR2_IN55
DMA_DONES6 XBAR2_IN56
DMA_DONE7 XBAR2_IN57

Table 3-6. XBAR3 Input Assignments

Assigned Input XBAR3 Input Gate
LOGIC LOW XBAR3_INOO
LOGIC HIGH XBAR3_INO1
Reserved XBAR3_INO2
Reserved XBAR3_INO3
Reserved XBAR3_INO4
Reserved XBAR3_INO5
ACMP1_OUT XBAR3_INO6
ACMP2_OUT XBAR3_INO7
ACMP3_OUT XBAR3_INO8
ACMP4_OUT XBAR3_INO9
Reserved XBAR3_IN10
Reserved XBARS_IN11
QTIMERS3_TIMERO XBAR3_IN12
QTIMERS3_TIMER1 XBAR3_IN13
QTIMERS3_TIMER2 XBAR3_IN14

Table continues on the next page...

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 65




XBAR Resource Assignments

Table 3-6. XBARS3 Input Assignments (continued)

Assigned Input XBAR3 Input Gate
QTIMER3_TIMER3 XBAR3_IN15 -
QTIMER4_TIMERO XBAR3_IN16 -
QTIMER4_TIMER1 XBAR3_IN17 -
QTIMER4_TIMER2 XBAR3_IN18 -
QTIMER4_TIMER3 XBAR3_IN19 -
FLEXPWM1_PWM1_OUT_TRIGO XBAR2_IN20 OR
FLEXPWM1_PWM1_OUT_TRIG1 XBAR2_IN20 OR
FLEXPWM1_PWM2_OUT_TRIGO XBAR2_IN21 OR
FLEXPWM1_PWM2_OUT_TRIG1 XBAR2_IN21 OR
FLEXPWM1_PWM3_OUT_TRIGO XBAR2_IN22 OR
FLEXPWM1_PWM3_OUT_TRIGH1 XBAR2_IN22 OR
FLEXPWM1_PWM4_OUT_TRIGO XBAR2_IN23 OR
FLEXPWM1_PWM4_OUT_TRIG1 XBAR2_IN23 OR
FLEXPWM2_PWM1_OUT_TRIGO XBAR2_IN24 OR
FLEXPWM2_PWM1_OUT_TRIG1 XBAR2_IN24 OR
FLEXPWM2_PWM2_OUT_TRIGO XBAR2_IN25 OR
FLEXPWM2_PWM2_OUT_TRIG1 XBAR2_IN25 OR
FLEXPWM2_PWM3_OUT_TRIGO XBAR2_IN26 OR
FLEXPWM2_PWM3_OUT_TRIG1 XBAR2_IN26 OR
FLEXPWM2_PWM4_OUT_TRIGO XBAR2_IN27 OR
FLEXPWM2_PWM4_OUT_TRIG1 XBAR2_IN27 OR
FLEXPWM3_PWM1_OUT_TRIGO XBAR2_IN28 OR
FLEXPWM3_PWM1_OUT_TRIGH1 XBAR2_IN28 OR
FLEXPWM3_PWM2_OUT_TRIGO XBAR2_IN29 OR
FLEXPWM3_PWM2_OUT_TRIG1 XBAR2_IN29 OR
FLEXPWM3_PWM3_OUT_TRIGO XBAR2_IN30 OR
FLEXPWM3_PWM3_OUT_TRIG1 XBAR2_IN30 OR
FLEXPWM3_PWM4_OUT_TRIGO XBAR2_IN31 OR
FLEXPWM3_PWM4_OUT_TRIGH1 XBAR2_IN31 OR
FLEXPWM4_PWM1_OUT_TRIGO XBAR2_IN32 OR
FLEXPWM4_PWM1_OUT_TRIG1 XBAR2_IN32 OR
FLEXPWM4_PWM2_OUT_TRIGO XBAR2_IN33 OR
FLEXPWM4_PWM2_OUT_TRIG1 XBAR2_IN33 OR
FLEXPWM4_PWM3_OUT_TRIGO XBAR2_IN34 OR
FLEXPWM4_PWM3_OUT_TRIGH1 XBAR2_IN34 OR
FLEXPWM4_PWM4_OUT_TRIGO XBAR2_IN35 OR
FLEXPWM4_PWM4_OUT_TRIG1 XBAR2_IN35 OR
PIT_TRIGGERO XBAR3_IN36 -
PIT_TRIGGER1 XBAR3_IN37 -
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Table 3-6. XBARS3 Input Assignments (continued)

Assigned Input XBARS3 Input Gate
ADC_ETC0_COCO0 XBARS3_IN38
ADC_ETCO0_COCO1 XBAR3_IN39
ADC_ETC0_COCO2 XBAR3_IN40
ADC_ETCO0_COCO3 XBAR3_IN41
ADC_ETC1_COCO0 XBAR3_IN42
ADC_ETC1_COCO1 XBAR3_IN43
ADC_ETC1_COCO2 XBAR3_IN44
ADC_ETC1_COCO3 XBAR3_IN45
ENC1_POS_MATCH XBAR3_IN46
ENC2_POS_MATCH XBAR3_IN47
ENC3_POS_MATCH XBAR3_IN48
ENC4_POS_MATCH XBAR3_IN49
DMA_DONEO XBARS3_IN50
DMA_DONE1 XBAR3_IN51
DMA_DONE2 XBAR3_IN52
DMA_DONE3 XBAR3_IN53
DMA_DONE4 XBAR3_IN54
DMA_DONES5 XBAR3_IN55
DMA_DONES6 XBAR3_IN56
DMA_DONE7 XBAR3_IN57
Table 3-7. XBAR1 Output Assignments
XBAR1 Output Assigned Output Gate
XBAR1_OUT00 DMA_CH_MUX_REQ30 -
XBAR1_OUTO1 DMA_CH_MUX_REQ31 -
XBAR1_OUTO02 DMA_CH_MUX_REQ9%4 -
XBAR1_OUTO03 DMA_CH_MUX_REQ95 -
XBAR1_OUTO04 IOMUX_XBAR_INOUTO04 -
XBAR1_OUTO05 IOMUX_XBAR_INOUTO05 -
XBAR1_OUTO06 IOMUX_XBAR_INOUTO06 -
XBAR1_OUT07 IOMUX_XBAR_INOUTO7 -
XBAR1_0OUTO08 IOMUX_XBAR_INOUTO08 -
XBAR1_OUTO09 IOMUX_XBAR_INOUTO09 -
XBAR1_OUT10 IOMUX_XBAR_INOUT10 -
XBAR1_OUT11 IOMUX_XBAR_INOUT11 -
XBAR1_OUT12 IOMUX_XBAR_INOUT12 -
XBAR1_OUT13 IOMUX_XBAR_INOUT13 -
XBAR1_OUT14 IOMUX_XBAR_INOUT14 -
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Table 3-7. XBAR1 Output Assignments (continued)
XBAR1 Output Assigned Output Gate

XBAR1_OUT15

IOMUX_XBAR_INOUT15 -

XBAR1_OUT16

IOMUX_XBAR_INOUT16

XBAR1_OUT17

IOMUX_XBAR_INOUT17

XBAR1_OUT18

IOMUX_XBAR_INOUT18

XBAR1_OUT19

IOMUX_XBAR_INOUT19

XBAR1_OUT20

ACMP1_SAMPLE

XBAR1_OUT21

ACMP2_SAMPLE

XBAR1_0OUT22

ACMP3_SAMPLE

XBAR1_0UT23

ACMP4_SAMPLE

XBAR1_0UT24

Reserved

XBAR1_0OUT25

Reserved

XBAR1_0OUT26

FLEXPWM1_PWMO_EXTA

XBAR1_0OUT27

FLEXPWM1_PWM1_EXTA

XBAR1_0UT28

FLEXPWM1_PWM2_EXTA

XBAR1_0OUT29

FLEXPWM1_PWM3_EXTA

XBAR1_OUT30 FLEXPWM1_PWMO_EXT_SYNC -
XBAR1_OUT31 FLEXPWM1_PWM1_EXT_SYNC -
XBAR1_0OUT32 FLEXPWM1_PWM2_EXT_SYNC -
XBAR1_OUT33 FLEXPWM1_PWM3_EXT_SYNC -

XBAR1_0OUT34

FLEXPWM1_EXT_CLK

XBAR1_OUT35

FLEXPWM1_FAULTO

XBAR1_OUT36

FLEXPWM1_FAULT1

XBAR1_OUT37

FLEXPWM1_FAULT2

FLEXPWM2_FAULT2

FLEXPWM3_FAULT2

FLEXPWM4_FAULT2

XBAR1_OUT38

FLEXPWM1_FAULT3

FLEXPWM2_FAULT3

FLEXPWMB3_FAULT3

FLEXPWM4_FAULT3

XBAR1_OUT39

FLEXPWM1_EXT_FORCE

XBAR1_0UT40

FLEXPWM2_PWMO_EXTA

FLEXPWM3_PWMO_EXTA

FLEXPWM4_PWMO_EXTA

XBAR1_OUT41

FLEXPWM2_PWM1_EXTA

FLEXPWM3_PWM1_EXTA

FLEXPWM4_PWM1_EXTA

XBAR1_0UT42

FLEXPWM2_PWM2_EXTA

FLEXPWM3_PWM2_EXTA
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Table 3-7. XBAR1 Output Assignments (continued)

XBAR1 Output

Assigned Output

Gate

FLEXPWM4_PWM2_EXTA

XBAR1_0UT43

FLEXPWM2_PWM3_EXTA

FLEXPWM3_PWM3_EXTA

FLEXPWM4_PWM3_EXTA

XBAR1_0UT44

FLEXPWM2_PWMO_EXT_SYNC

XBAR1_0OUT45

FLEXPWM2_PWM1_EXT_SYNC

XBAR1_0UT46

FLEXPWM2_PWM2_EXT_SYNC

XBAR1_0OUT47

FLEXPWM2_PWM3_EXT_SYNC

XBAR1_0UT48

FLEXPWM2_EXT_CLK

FLEXPWM3_EXT_CLK

FLEXPWM4_EXT_CLK

XBAR1_0UT49

FLEXPWM2_FAULTO

XBAR1_OUT50

FLEXPWM2_FAULT1

XBAR1_OUT51

FLEXPWM2_EXT_FORCE

XBAR1_0OUT52

FLEXPWM3_EXT_SYNCO

XBAR1_OUT53

FLEXPWM3_EXT_SYNC1

XBAR1_0OUT54

FLEXPWM3_EXT_SYNC2

XBAR1_OUT55

FLEXPWM3_EXT_SYNC3

XBAR1_OUT56

FLEXPWMB3_FAULTO

XBAR1_OUT57

FLEXPWM3_FAULT1

XBAR1_0OUT58

FLEXPWM3_EXT_FORCE

XBAR1_OUT59

FLEXPWM4_EXT_SYNCO

XBAR1_OUT60

FLEXPWM4_EXT_SYNCH1

XBAR1_OUT61

FLEXPWM4_EXT_SYNC2

XBAR1_0OUT62

FLEXPWM4_EXT_SYNC3

XBAR1_0OUT63

FLEXPWM4_FAULTO

XBAR1_0OUT64

FLEXPWM4_FAULTA

XBAR1_OUT65

FLEXPWM4_EXT_FORCE

XBAR1_0OUT66

ENC1_PHASEA_INPUT

XBAR1_OUT67

ENC1_PHASEB_INPUT

XBAR1_0OUT68

ENC1_INDEX

XBAR1_OUT69

ENC1_HOME

XBAR1_OUT70

ENC1_TRIGGER

XBAR1_OUT71

ENC2_PHASEA_INPUT

XBAR1_OUT72

ENC2_PHASEB_INPUT

XBAR1_OUT73

ENC2_INDEX

XBAR1_OUT74

ENC2_HOME

XBAR1_OUT75

ENC2_TRIGGER

XBAR1_OUT76

ENC3_PHASEA_INPUT
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Table 3-7. XBAR1 Output Assignments (continued)

XBAR1 Output Assigned Output Gate
XBAR1_OUT77 ENC3_PHASEB_INPUT -
XBAR1_OUT78 ENC3_INDEX -
XBAR1_OUT79 ENC3_HOME -

XBAR1_OUT80

ENC3_TRIGGER

XBAR1_OUT81

ENC4_PHASEA_INPUT

XBAR1_0OUT82

ENC4_PHASEB_INPUT

XBAR1_0OUT83

ENC4_INDEX

XBAR1_0OUT84

ENC4_HOME

XBAR1_0UT85

ENC4_TRIGGER

XBAR1_0OUT86

QTIMER1_TIMERO

mux2_wrapper

XBAR1_OUT87

QTIMER1_TIMER1

mux2_wrapper

XBAR1_0UT88

QTIMER1_TIMER2

mux2_wrapper

XBAR1_0OUT89

QTIMER1_TIMER3

mux2_wrapper

XBAR1_0OUT90

QTIMER2_TIMERO

mux2_wrapper

XBAR1_OUT91

QTIMER2_TIMER1

mux2_wrapper

XBAR1_OUT92

QTIMER2_TIMER2

mux2_wrapper

XBAR1_0OUT93

QTIMER2_TIMER3

mux2_wrapper

XBAR1_OUT94

QTIMERS3_TIMERO

mux2_wrapper

XBAR1_0OUT95

QTIMER3_TIMER1

mux2_wrapper

XBAR1_OUT96

QTIMERS3_TIMER2

mux2_wrapper

XBAR1_0OUT97

QTIMER3_TIMER3

mux2_wrapper

XBAR1_0OUT98

QTIMER4_TIMERO

mux2_wrapper

XBAR1_OUT99

QTIMER4_TIMER1

mux2_wrapper

XBAR1_OUT100

QTIMER4_TIMER2

mux2_wrapper

XBAR1_OUT101

QTIMER4_TIMER3

mux2_wrapper

XBAR1_0OUT102

EWM_EWM_IN

XBAR1_OUT103

ADC_ETC_TRIGO00

XBAR1_OUT104

ADC_ETC_TRIGO1

XBAR1_OUT105

ADC_ETC_TRIG02

XBAR1_OUT106

ADC_ETC_TRIGO03

XBAR1_OUT107

ADC_ETC_TRIG10

XBAR1_OUT108

ADC_ETC_TRIG11

XBAR1_OUT109

ADC_ETC_TRIG12

XBAR1_OUT110

ADC_ETC_TRIG13

XBAR1_OUT111

LPI2C1_TRG_INPUT

XBAR1_OUT112

LPI2C2_TRG_INPUT

XBAR1_OUT113

LPI2C3_TRG_INPUT

XBAR1_OUT114

LPI2C4_TRG_INPUT

XBAR1_OUT115

LPSPI1_TRG_INPUT
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Table 3-7. XBAR1 Output Assignments (continued)

XBAR1 Output Assigned Output Gate
XBAR1_OUT116 LPSPI2_TRG_INPUT -
XBAR1_OUT117 LPSPI3_TRG_INPUT -
XBAR1_OUT118 LPSPI4_TRG_INPUT -
XBAR1_OUT119 LPUART1_TRG_INPUT -
XBAR1_OUT120 LPUART2_TRG_INPUT -
XBAR1_OUT121 LPUART3_TRG_INPUT -
XBAR1_OUT122 LPUART4_TRG_INPUT -
XBAR1_0OUT123 LPUART5_TRG_INPUT -
XBAR1_OUT124 LPUART6_TRG_INPUT -
XBAR1_OUT125 LPUART7_TRG_INPUT -
XBAR1_OUT126 LPUART8_TRG_INPUT -
XBAR1_OUT127 FLEXIO1_TRIGGER_INO -
XBAR1_0UT128 FLEXIO1_TRIGGER_IN1 -
XBAR1_OUT129 FLEXIO2_TRIGGER_INO -
XBAR1_OUT130 FLEXIO2_TRIGGER_IN1 -
XBAR1_OUT131 Reserved -

Table 3-8. XBAR2 Output Assignments

XBAR2 Output Assigned Output Gate
XBAR2_0OUTO00 AOI1_INOO -
XBAR2_OUTO1 AOI1_INO1 -
XBAR2_0OUTO02 AOI1_INO2 -
XBAR2_0OUTO03 AOI1_INO3 -
XBAR2_0OUT04 AOI1_INO4 -
XBAR2_0OUTO05 AOI1_INO5 -
XBAR2_0OUTO06 AOI1_INO6 -
XBAR2_OUTO07 AOI1_INO7 -
XBAR2_0OUTO08 AOI1_INO8 -
XBAR2_0OUT09 AOI1_IN09 -
XBAR2_OUT10 AOI1_IN10 -
XBAR2_OUT11 AOI1_IN11 -
XBAR2_0OUT12 AOI1_IN12 -
XBAR2_OUT13 AOI1_IN13 -
XBAR2_0OUT14 AOI1_IN14 -
XBAR2_OUT15 AOI1_IN15 -
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Table 3-9. XBAR3 Output Assignments

XBAR3 Output Assigned Output Gate
XBAR3_OUT00 AQI2_INOO -
XBAR3_OUTO1 AOI2_INO1 -
XBAR3_0OUT02 AOI2_INO2 -
XBAR3_0OUTO03 AOI2_INO3 -
XBAR3_OUT04 AOI2_INO4 -
XBAR3_OUT05 AOI2_INO5 -
XBAR3_OUTO06 AOI2_INO6 -
XBAR3_OUT07 AQI2_INO7 -
XBAR3_OUTO08 AOI2_INO8 -
XBAR3_OUT09 AOI2_IN09 -
XBAR3_OUT10 AOI2_IN10 -
XBAR3_OUT11 AOI2_IN11 -
XBAR3_0OUT12 AOI2_IN12 -
XBAR3_OUT13 AOI2_IN13 -
XBAR3_OUT14 AOI2_IN14 -
XBAR3_OUT15 AOI2_IN15 -
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Direct Memory Access Multiplexer (DMAMUX)

4.1 Chip-specific DMAMUX information

Table 4-1. Reference links to related information

Topic Related module(s) | Reference
System memory map - System Memory Map
Clocking CCM Clock Management
Clock Control Module (CCM)
Power management PMU Power Management

Power Management Unit

Signal multiplexing IOMUX External Signals and Pin Multiplexing
IOMUX
DMA Mux Mapping DMAMUX DMA Mux

On this device, only 32-bit write is supported for the DMA_CH_MUX registers.

4.2 Introduction

4.2.1 Overview

The Direct Memory Access Multiplexer (DMAMUX) routes DMA sources, called slots,
to any of the 32 DMA channels. This process is illustrated in the following figure.
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Figure 4-1. DMAMUX block diagram

4.2.2 Features

The DMAMUX module provides these features:
» Up to 128 peripheral slots can be routed to 32 channels.

* 32 independently selectable DMA channel routers.
e Each channel output can be individually configured to be Always On and not
depend on any of the peripheral slots.

* The first 4 channels additionally provide a trigger functionality.
e Each channel router can be assigned to one of the possible peripheral DMA slots.

* On every memory map configuration change for a any channel, this module signals
to the DMA Controller to reset the internal state machine for that channel and it can
accept a new request based on the new configuration.
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4.2.3 Modes of operation
The following operating modes are available:
* Disabled mode

In this mode, the DMA channel is disabled. Because disabling and enabling of DMA
channels is done primarily via the DMA configuration registers, this mode is used
mainly as the reset state for a DMA channel in the DMA channel MUX. It may also
be used to temporarily suspend a DMA channel while reconfiguration of the system
takes place, for example, changing the period of a DMA trigger.

e Normal mode

In this mode, a DMA source is routed directly to the specified DMA channel. The
operation of the DMAMUX in this mode is completely transparent to the system.

* Periodic Trigger mode

In this mode, a DMA source may only request a DMA transfer, such as when a
transmit buffer becomes empty or a receive buffer becomes full, periodically.

Configuration of the period is done in the registers of the periodic interrupt timer
(PIT). This mode is available only for channels O to 3.

4.3 External signal description
The DMAMUX has no external pins.

4.4 Functional description

The primary purpose of the DMAMUX is to provide flexibility in the system's use of the
available DMA channels.

As such, configuration of the DMAMUX is intended to be a static procedure done during
execution of the system boot code. However, if the procedure outlined in Enabling and
configuring sources is followed, the configuration of the DMAMUX may be changed
during the normal operation of the system.

Functionally, the DMAMUX channels may be divided into two classes:
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e Channels that implement the normal routing functionality plus periodic triggering
capability
e Channels that implement only the normal routing functionality

4.4.1 DMA channels with periodic triggering capability

Besides the normal routing functionality, the first 4 channels of the DMAMUX provide a
special periodic triggering capability that can be used to provide an automatic mechanism
to transmit bytes, frames, or packets at fixed intervals without the need for processor
intervention.

The trigger is generated by the periodic interrupt timer (PIT); as such, the configuration
of the periodic triggering interval is done via configuration registers in the PIT. See the
section on periodic interrupt timer for more information on this topic.

Note

Because of the dynamic nature of the system (due to DMA
channel priorities, bus arbitration, interrupt service routine
lengths, etc.), the number of clock cycles between a trigger and
the actual DMA transfer cannot be guaranteed.
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Source #1
) ..............

Source #2

Source #3

.............. DMA channel #0
i N N S Trigger #1  [------ -

DMA channel #m-1

....... Trigger#m | -..._|«= >

Source #x
) ..............

Figure 4-2. DMAMUKX triggered channels

The DMA channel triggering capability allows the system to schedule regular DMA
transfers, usually on the transmit side of certain peripherals, without the intervention of
the processor. This trigger works by gating the request from the peripheral to the DMA
until a trigger event has been seen. This is illustrated in the following figure.

Peripheral request / . \_/ \_/ .
Trigger I_I |_| ﬂ
DMA request / W

Figure 4-3. DMAMUX channel triggering: normal operation

After the DMA request has been serviced, the peripheral will negate its request,
effectively resetting the gating mechanism until the peripheral reasserts its request and
the next trigger event is seen. This means that if a trigger is seen, but the peripheral is not
requesting a transfer, then that trigger will be ignored. This situation is illustrated in the
following figure.
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Peripheral request / \ /
Trigger I_I |_| I_I
DMA request / \ /

Figure 4-4. DMAMUX channel triggering: ignored trigger

This triggering capability may be used with any peripheral that supports DMA transfers,
and is most useful for two types of situations:

* Periodically polling external devices on a particular bus

As an example, the transmit side of an SPI is assigned to a DMA channel with a
trigger, as described above. After it has been set up, the SPI will request DMA
transfers, presumably from memory, as long as its transmit buffer is empty. By using
a trigger on this channel, the SPI transfers can be automatically performed every 5 us
(as an example). On the receive side of the SPI, the SPT and DMA can be configured
to transfer receive data into memory, effectively implementing a method to
periodically read data from external devices and transfer the results into memory
without processor intervention.

» Using the GPIO ports to drive or sample waveforms

By configuring the DMA to transfer data to one or more GPIO ports, it is possible to
create complex waveforms using tabular data stored in on-chip memory. Conversely,
using the DMA to periodically transfer data from one or more GPIO ports, it is
possible to sample complex waveforms and store the results in tabular form in on-
chip memory.

A more detailed description of the capability of each trigger, including resolution, range
of values, and so on, may be found in the periodic interrupt timer section.

4.4.2 Always-enabled DMA sources

In addition to the peripherals that can be used as DMA sources, each DMA Channel can
be individually configured to function as an Always Enabled source. Unlike the
peripheral DMA sources, where the peripheral controls the flow of data during DMA
transfers, the always enabled channel provide no such "throttling" of the data transfers.
These sources are most useful in the following cases:
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e Performing DMA transfers to/from GPIO—Moving data from/to one or more GPIO
pins, either unthrottled (that is, as fast as possible), or periodically (using the DMA
triggering capability).

e Performing DMA transfers from memory to memory—Moving data from memory to
memory, typically as fast as possible, sometimes with software activation.

e Performing DMA transfers from memory to the external bus, or vice-versa—Similar
to memory to memory transfers, this is typically done as quickly as possible.

* Any DMA transfer that requires software activation—Any DMA transfer that should
be explicitly started by software.

In cases where software should initiate the start of a DMA transfer, an always-enabled
DMA channel can be used to provide maximum flexibility. When activating a DMA
channel via software, subsequent executions of the minor loop require that a new start
event be sent. This can either be a new software activation, or a transfer request from the
DMA channel MUX. The options for doing this are:

 Transfer all data in a single minor loop.

By configuring the DMA to transfer all of the data in a single minor loop (that is,
major loop counter = 1), no reactivation of the channel is necessary. The
disadvantage to this option is the reduced granularity in determining the load that the
DMA transfer will impose on the system. For this option, the DMA channel must be
disabled in the DMA channel MUX.

» Use explicit software reactivation.

In this option, the DMA is configured to transfer the data using both minor and major
loops, but the processor is required to reactivate the channel by writing to the DMA
registers after every minor loop. For this option, the DMA channel must be disabled
in the DMA channel MUX.

» Use an always-enabled DMA source.

In this option, the DMA is configured to transfer the data using both minor and major
loops, and the DMA channel MUX does the channel reactivation. For this option, the
DMA channel should be enabled and configured as "always enabled" channel. Note
that the reactivation of the channel can be continuous (DMA triggering is disabled)
or can use the DMA triggering capability. In this manner, it is possible to execute
periodic transfers of packets of data from one source to another, without processor
intervention.
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NOTE

When a channel is configured as "Always Enabled", then
the peripheral DMA sources for that channel are ignored;
1.e. SOURCEE field has no effect.

4.5 Initialization/application information

This section provides instructions for initializing the DMA channel MUX.

4.5.1 Reset

The reset state of each individual bit is shown in Memory map/register definition. In
summary, after reset, all channels are disabled and must be explicitly enabled before use.

4.5.2 Enabling and configuring sources
To enable a source with periodic triggering:

1. Determine with which DMA channel the source will be associated. Note that only the
first 4 DMA channels have periodic triggering capability.

2. Clear the CHCFG[ENBL] and CHCFG|TRIG] fields of the DMA channel.

3. Ensure that the DMA channel is properly configured in the DMA. The DMA channel

may be enabled at this point.

Configure the corresponding timer.

Select the source to be routed to the DMA channel. Write to the corresponding

CHCEFG register, ensuring that the CHCFG[ENBL] and CHCFG[TRIG] fields are

set.

Nl

NOTE
The following is an example. See the chip configuration details
for the number of this device's DMA channels that have
triggering capability.

To configure source #5 transmit for use with DMA channel 1, with periodic triggering
capability:

1. Write 0x00000000 to CHCFGI.

2. Configure channel 1 in the DMA, including enabling the channel.

3. Configure a timer for the desired trigger interval.

4. Write 0xC0000005 to CHCFGI.
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The following code example illustrates steps 1 and 4 above:

void DMAMUX Tnit (uint8 t DMA CH, uint8 t DMAMUX_SOURCE)

DMAMUX 0.CHCFG[DMA CH] .B.SOURCE
DMAMUX 0.CHCFG [DMA CH] .B.ENBL
DMAMUX 0.CHCFG[DMA CH] .B.TRIG

DMAMUX_SOURCE;
1;
1;

To enable a source without periodic triggering:

1. Determine with which DMA channel the source will be associated. Note that only the
first 4 DMA channels have periodic triggering capability.

2. Clear the CHCFG[ENBL] and CHCFG|TRIG] fields of the DMA channel.

. Ensure that the DMA channel is properly configured in the DMA. The DMA channel

may be enabled at this point.

4. Select the source to be routed to the DMA channel. Write to the corresponding
CHCEFG register, ensuring that CHCFG[ENBL] is setwhile CHCFG[TRIG] is
cleared.

W

NOTE
The following is an example. See the chip configuration details
for the number of this device's DMA channels that have
triggering capability.

To configure source #5 transmit for use with DMA channel 1 with no periodic triggering
capability :

1. Write 0x00000000 to CHCFGI.

2. Configure channel 1 in the DMA, including enabling the channel.

3. Write 0x80000005 to CHCFGI.

The following code example illustrates steps 1 and 3 above:

In File registers.h:

#define DMAMUX BASE ADDR 0x40021000/* Example only ! */
/* Following example assumes long is 32-bits */

volatile unsigned long *CHCFGO (volatile unsigned long *)
volatile unsigned long *CHCFG1 (volatile unsigned long *)
volatile unsigned long *CHCFG2 (volatile unsigned long *)
volatile unsigned long *CHCFG3 (volatile unsigned long *)
volatile unsigned long *CHCFG4 (volatile unsigned long *)
volatile unsigned long *CHCFG5 (volatile unsigned long *)
volatile unsigned long *CHCFG6 (volatile unsigned long *)
volatile unsigned long *CHCFG7 (volatile unsigned long *)
volatile unsigned long *CHCFGS8 (volatile unsigned long *)
volatile unsigned long *CHCFG9 (volatile unsigned long *)
volatile unsigned long *CHCFG10= (volatile unsigned long *)
volatile unsigned long *CHCFGll= (volatile unsigned long *)
volatile unsigned long *CHCFGl2= (volatile unsigned long *)
volatile unsigned long *CHCFG13= (volatile unsigned long *)
volatile unsigned long *CHCFGl4= (volatile unsigned long *)
volatile unsigned long *CHCFG1l5= (volatile unsigned long *)

DMAMUX_BASE_ADDR+0x0000) ;
DMAMUX_BASE_ADDR+0x0004) ;
DMAMUX_BASE_ADDR+0x0008) ;
DMAMUX_ BASE ADDR+0x000C) ;
DMAMUX_BASE_ADDR+0x0010) ;
DMAMUX_BASE_ADDR+0x0014) ;
DMAMUX_BASE_ADDR+0x0018) ;
DMAMUX BASE ADDR+0x001C) ;
DMAMUX_BASE_ADDR+0x0020) ;
DMAMUX_BASE_ADDR+0x0024) ;
DMAMUX_BASE_ADDR+0x0028) ;
DMAMUX_ BASE ADDR+0x002C) ;
DMAMUX_BASE_ADDR+0x0030) ;
DMAMUX_BASE_ADDR+0x0034) ;
DMAMUX_BASE_ADDR+0x0038) ;
DMAMUX BASE ADDR+0x003C) ;

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

In File main.c:
#include "registers.h"
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*CHCFG1
*CHCFG1

0x00000000;
0x80000005;

To disable a source:

A particular DMA source may be disabled by not writing the corresponding source value
into any of the CHCFG registers. Additionally, some module-specific configuration may
be necessary. See the appropriate section for more details.

To switch the source of a DMA channel:

1. Disable the DMA channel in the DMA and reconfigure the channel for the new
source.

2. Clear the CHCFG[ENBL] and CHCFG|TRIG] bits of the DMA channel.

3. Select the source to be routed to the DMA channel. Write to the corresponding
CHCEFG register, ensuring that the CHCFG[ENBL] and CHCFG[TRIG] fields are
set.

To switch DMA channel 8 from source #5 transmit to source #7 transmit:

1. In the DMA configuration registers, disable DMA channel 8 and reconfigure it to
handle the transfers to peripheral slot 7. This example assumes channel 8 doesn't
have triggering capability.

2. Write 0x00000000 to CHCFGS.

. Write 0x80000007 to CHCFGS. (In this example, setting CHCFG[TRIG] would have
no effect due to the assumption that channel 8 does not support the periodic
triggering functionality.)

W

The following code example illustrates steps 2 and 3 above:

In File registers.h:

#define DMAMUX BASE ADDR 0x40021000/* Example only ! */
/* Following example assumes long is 32-bits */

volatile unsigned long *CHCFGO (volatile unsigned long *)
volatile unsigned long *CHCFGL (volatile unsigned long *)
volatile unsigned long *CHCFG2 (volatile unsigned long *)
volatile unsigned long *CHCFG3 (volatile unsigned long *)
volatile unsigned long *CHCFG4 (volatile unsigned long *)
volatile unsigned long *CHCFG5 (volatile unsigned long *)
volatile unsigned long *CHCFG6 (volatile unsigned long *)
volatile unsigned long *CHCFG7 (volatile unsigned long *)
volatile unsigned long *CHCFG8 (volatile unsigned long *)
volatile unsigned long *CHCFG9 (volatile unsigned long *)
volatile unsigned long *CHCFG1l0= (volatile unsigned long *)
volatile unsigned long *CHCFGll= (volatile unsigned long *)
volatile unsigned long *CHCFG1l2= (volatile unsigned long *)
volatile unsigned long *CHCFG1l3= (volatile unsigned long *)
volatile unsigned long *CHCFGl4= (volatile unsigned long *)
volatile unsigned long *CHCFGl5= (volatile unsigned long *)

DMAMUX_BASE_ADDR+0x0000) ;
DMAMUX_BASE_ADDR+0x0004) ;
DMAMUX BASE ADDR+0x0008) ;
DMAMUX_BASE_ADDR+0x000C) ;
DMAMUX_BASE_ADDR+0x0010) ;
DMAMUX_BASE_ADDR+0x0014) ;
DMAMUX BASE ADDR+0x0018) ;
DMAMUX_BASE_ADDR+0x001C) ;
DMAMUX_BASE_ADDR+0x0020) ;
DMAMUX_BASE_ADDR+0x0024) ;
DMAMUX BASE ADDR+0x0028) ;
DMAMUX_BASE_ADDR+0x002C) ;
DMAMUX_BASE_ADDR+0x0030) ;
DMAMUX_BASE_ADDR+0x0034) ;
DMAMUX BASE ADDR+0x0038) ;
DMAMUX_BASE_ADDR+0x003C) ;

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

In File main.c:
#include "registers.h"

*CHCFGS8
*CHCFGS8

0x00000000;
0x80000007;
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4.5.2.1 Configuration options
Table 4-2. Channel Configuration Options

ENBL TRIG A_ON Function Mode
0 X X DMA channel is disabled Disabled Mode
1 0 0 DMA channel is enabled with no triggering (transparent) Normal Mode
1 1 0 DMA channel is enabled with triggering Periodic Trigger Mode
1 0 1 DMA channel is always enabled Always On Mode
1 1 1 DMA channel is always enabled with triggering AIwaysMCc))(r;(;l'rigger

4.6 Memory map/register definition

This section provides a detailed description of all memory-mapped registers in the
DMAMUX.

4.6.1 DMA_CH_MUX Register Descriptions

4.6.1.1 DMA_CH_MUX Memory Map
Base address: 400E_C000.

Offset Register Width | Access | Reset value
(In bits)
Oh -7Ch Channel a Configuration (CHCFGO - CHCFG31) 32 RW 00000000h

4.6.1.2 Channel a Configuration (CHCFGa)

4.6.1.2.1 Address
Fora=0to 31:
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Register Offset
CHCFGa Oh + (a x 4h)

4.6.1.2.2 Function

Each of the DMA channels can be independently enabled/disabled and associated with
one of the DMA slots (peripheral slots or always-on slots) in the system.

NOTE

Setting multiple CHCFG registers with the same source value
will result in unpredictable behavior. This is true, even if a
channel is disabled (ENBL==0).

Before changing the trigger or source settings, a DMA channel
must be disabled via CHCFGn[ENBL].

4.6.1.2.3 Diagram

Bits 31 30 29 28 27 26 25 24 | 23 22 21 20 19 18 17 16

R 0
W ENBL | TRIG |[A_ON

Reset 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0

Bits 15 14 13 12 11 10 9 8 | 7 6 5 4 3 2 1 0
R 0

SOURCE
W

Reset 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0

4.6.1.2.4 Fields

Field Function
31 DMA Mux Channel Enable
ENBL Enables the channel for DMA Mux. The DMA has separate channel enables/disables, which should be

used to disable or reconfigure a DMA channel.
0b - DMA Mux channel is disabled
1b - DMA Mux channel is enabled

30 DMA Channel Trigger Enable

TRIG Enables the periodic trigger capability for the triggered DMA channel.
Ob - Triggering is disabled. If triggering is disabled and ENBL is set, the DMA Channel will simply
route the specified source to the DMA channel. (Normal mode)

Table continues on the next page...
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Field Function
1b - Triggering is enabled. If triggering is enabled and ENBL is set, the DMA_CH_MUX is in
Periodic Trigger mode.
29 DMA Channel Always Enable
A_ON Enables the DMA Channel to be always ON. If TRIG bit is set, the module will assert request on every
trigger.
Ob - DMA Channel Always ON function is disabled
1b - DMA Channel Always ON function is enabled
28-7 Reserved field
6-0 DMA Channel Source (Slot Number)
SOURCE Specifies which DMA source, if any, is routed to a particular DMA channel. See the "DMA MUX Mapping"

table in the "Interrupts, DMA Events, and XBAR Assignments" chapter for details about DMA source and
channel information.
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Enhanced Direct Memory Access (eDMA)

5.1 Chip-specific eDMA information

Table 5-1.

Reference links to related information

Topic

Related module(s)

Reference

System memory map

System Memory Map

Clocking CCM Clock Management
Clock Control Module (CCM)
Power management PMU Power Management
Power Management Unit
Signal multiplexing IOMUX External Signals and Pin Multiplexing

IOMUX

Interrupts, DMA Events
and XBAR Assignments

Interrupts, DMA Events and XBAR Assignments

5.2 Introduction

The enhanced direct memory access (eDMA) controller is a second-generation module
capable of performing complex data transfers with minimal intervention from a host

processor. The hardware microarchitecture includes:

* A DMA engine that performs:

e Source address and destination address calculations

* Data-movement operations
* Local memory containing transfer control descriptors for each of the 32 channels
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5.2.1 eDMA system block diagram

Figure 5-1 illustrates the components of the eDMA system, including the eDMA module
("engine").

eDMA system 1 Write Address ‘
‘ T
: L_V_ Y i Write Data |
|
T 0 |
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S | Read Data ‘
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\
[ Y Address Path <> :
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: Data Path ] | I
L. |
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Write Data
Address
Y
eDMA Peripheral
Request eDMA Done
Figure 5-1. eDMA system block diagram
5.2.2 Block parts
The eDMA module is partitioned into two major modules: the eDMA engine and the
transfer-control descriptor local memory.
The eDMA engine is further partitioned into four submodules:
Table 5-2. eDMA engine submodules
Submodule Function
Address path This block implements registered versions of two channel transfer control descriptors, channel x

and channel y, and manages all master bus-address calculations. All the channels provide the
same functionality. This structure allows data transfers associated with one channel to be
preempted after the completion of a read/write sequence if a higher priority channel activation is
asserted while the first channel is active. After a channel is activated, it runs until the minor loop is

Table continues on the next page...
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Table 5-2. eDMA engine submodules (continued)

Submodule

Function

completed, unless preempted by a higher priority channel. This provides a mechanism (enabled
by DCHPRIn[ECP]) where a large data move operation can be preempted to minimize the time
another channel is blocked from execution.

When any channel is selected to execute, the contents of its TCD are read from local memory and
loaded into the address path channel x registers for a normal start and into channel y registers for
a preemption start. After the minor loop completes execution, the address path hardware writes
the new values for the TCDn_{SADDR, DADDR, CITER} back to local memory. If the major
iteration count is exhausted, additional processing is performed, including the final address pointer
updates, reloading the TCDn_CITER field, and a possible fetch of the next TCDn from memory as
part of a scatter/gather operation.

Data path

This block implements the bus master read/write datapath. It includes a data buffer and the
necessary multiplex logic to support any required data alignment. The internal read data bus is the
primary input, and the internal write data bus is the primary output.

The address and data path modules directly support the 2-stage pipelined internal bus. The
address path module represents the 1st stage of the bus pipeline (address phase), while the data
path module implements the 2nd stage of the pipeline (data phase).

Program model/channel
arbitration

This block implements the first section of the eDMA programming model as well as the channel
arbitration logic. The programming model registers are connected to the internal peripheral bus.
The eDMA peripheral request inputs and interrupt request outputs are also connected to this block
(via control logic).

Control

This block provides all the control functions for the eDMA engine. For data transfers where the
source and destination sizes are equal, the eDMA engine performs a series of source read/
destination write operations until the number of bytes specified in the minor loop byte count has
moved. For descriptors where the sizes are not equal, multiple accesses of the smaller size data
are required for each reference of the larger size. As an example, if the source size references 16-
bit data and the destination is 32-bit data, two reads are performed, then one 32-bit write.

The transfer-control descriptor local memory is further partitioned into:

Table 5-3. Transfer control descriptor memory

Submodule

Description

Memory controller

This logic implements the required dual-ported controller, managing accesses from the eDMA
engine as well as references from the internal peripheral bus. As noted earlier, in the event of
simultaneous accesses, the eDMA engine is given priority and the peripheral transaction is
stalled.

Memory array

TCD storage for each channel's transfer profile.

5.2.3 Features

The eDMA is a highly programmable data-transfer engine optimized to minimize any
required intervention from the host processor. It is intended for use in applications where
the data size to be transferred is statically known and not defined within the transferred
data itself. The eDMA module features:
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e All data movement via dual-address transfers: read from source, write to destination
* Programmable source and destination addresses and transfer size
* Support for enhanced addressing modes

 32-channel implementation that performs complex data transfers with minimal
intervention from a host processor

* Internal data buffer, used as temporary storage to support 16- and 32-byte
transfers

* Connections to the crossbar switch for bus mastering the data movement

 Transfer control descriptor (TCD) organized to support two-deep, nested transfer
operations

» 32-byte TCD stored in local memory for each channel
* An inner data transfer loop defined by a minor byte transfer count
* An outer data transfer loop defined by a major iteration count
* Channel activation via one of three methods:
» Explicit software initiation
e Initiation via a channel-to-channel linking mechanism for continuous transfers
* Peripheral-paced hardware requests, one per channel
* Fixed-priority and round-robin channel arbitration
e Channel completion reported via programmable interrupt requests

* One interrupt per channel, which can be asserted at completion of major iteration
count

* Programmable error terminations per channel and logically summed together to
form one error interrupt to the interrupt controller

* Programmable support for scatter/gather DMA processing

 Support for complex data structures

In the discussion of this module, # is used to reference the channel number.
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5.3 Modes of operation
The eDMA operates in the following modes:

Table 5-4. Modes of operation

Mode Description
Normal In Normal mode, the eDMA transfers data between a source and a destination. The source and
destination can be a memory block or an 1/O block capable of operation with the eDMA.
A service request initiates a transfer of a specific number of bytes (NBYTES) as specified in the
transfer control descriptor (TCD). The minor loop is the sequence of read-write operations that
transfers these NBYTES per service request. Each service request executes one iteration of the
major loop, which transfers NBYTES of data.
Debug DMA operation is configurable in Debug mode via the control register:
¢ |f CR[EDBG] is cleared, the DMA continues to operate.
» If CR[EDBG] is set, the eDMA stops transferring data. If Debug mode is entered while a
channel is active, the eDMA continues operation until the channel retires.
Wait Before entering Wait mode, the DMA attempts to complete its current transfer. After the transfer
completes, the device enters Wait mode.

5.4 Functional description

The operation of the eDMA is described in the following subsections.

5.4.1 eDMA basic data flow

The basic flow of a data transfer can be partitioned into three segments.

As shown in the following diagram, the first segment involves the channel activation:
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Figure 5-2. eDMA operation, part 1

eDMA Done

This example uses the assertion of the eDMA peripheral request signal to request service
for channel n. Channel activation via software and the TCDn_CSR[START] bit follows
the same basic flow as peripheral requests. The eDMA request input signal is registered
internally and then routed through the eDMA engine: first through the control module,
then into the program model and channel arbitration. In the next cycle, the channel
arbitration performs, using the fixed-priority or round-robin algorithm. After arbitration is
complete, the activated channel number is sent through the address path and converted
into the required address to access the local memory for TCDn. Next, the TCD memory
is accessed and the required descriptor read from the local memory and loaded into the
eDMA engine address path channel x or y registers. The TCD memory is 64 bits wide to
minimize the time needed to fetch the activated channel descriptor and load it into the
address path channel x or y registers.

The following diagram illustrates the second part of the basic data flow:
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Figure 5-3. eDMA operation, part 2

The modules associated with the data transfer (address path, data path, and control)
sequence through the required source reads and destination writes to perform the actual
data movement. The source reads are initiated and the fetched data is temporarily stored
in the data path block until it is gated onto the internal bus during the destination write.
This source read/destination write processing continues until the minor byte count has
transferred.

After the minor byte count has moved, the final phase of the basic data flow is performed.
In this segment, the address path logic performs the required updates to certain fields in
the appropriate TCD, for example, SADDR, DADDR, CITER. If the major iteration
count is exhausted, additional operations are performed. These include the final address
adjustments and reloading of the BITER field into the CITER. Assertion of an optional
interrupt request also occurs at this time, as does a possible fetch of a new TCD from
memory using the scatter/gather address pointer included in the descriptor (if scatter/
gather is enabled). The updates to the TCD memory and the assertion of an interrupt
request are shown in the following diagram.

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 93




Functional description

eomn - ©-- - - - - - - - - - - - - - - -== |
| Write Address |
| ‘
: ! _V_ Write Data ‘
| |
b [ F= == 0 ‘
T N 1 I
| 2 ! %)
I [ A ‘ 3
m
| | [Epep— ! =
\ > ‘ o
< I Transfer : _5-
.§ I Control ‘ g
7] : Descriptor (TCD) | [T — — — ] -1 | g
= c
3 ! 64 \ 5
@ Lol __ ! IS
o
S ey Bttt -Fr- -~ |
 €DMA Engine |
g | Program Model/ Read Data
E ; Channel Arbitration ! >
RS | Read Data Y | g |
| Y , |
| Address Path (<> |
‘ Control [
! Data Path — | \
! \
| o |
|
B | Write Data A :
|
| Address :

eDMg‘eZigz?era' eDMA Done

Figure 5-4. eDMA operation, part 3

5.4.2 Fault reporting and handling

Channel errors are reported in the Error Status register (DMAx_ES) and can be caused
by:

* A configuration error, which is an illegal setting in the transfer-control descriptor or
an illegal priority register setting in Fixed-Arbitration mode, or
* An error termination to a bus master read or write cycle

A configuration error is reported when the starting source or destination address, source
or destination offsets, minor loop byte count, or the transfer size represent an inconsistent
state. Each of these possible causes are detailed below:

* The addresses and offsets must be aligned on 0-modulo-transfer-size boundaries.
* The minor loop byte count must be a multiple of the source and destination transfer
sizes.
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* All source reads and destination writes must be configured to the natural boundary of
the programmed transfer size respectively.

* In fixed arbitration mode, a configuration error is caused by any two channel
priorities being equal. All channel priority levels must be unique when fixed
arbitration mode is enabled.

NOTE

When two channels have the same priority, a channel
priority error exists and will be reported in the Error Status
register. However, the channel number will not be reported
in the Error Status register. When all of the channel
priorities within a group are not unique, the channel
number selected by arbitration in undetermined.

To aid in Channel Priority Error (CPE) debug, set the Halt
On Error bit in the DMA’s Control Register. If all of the
channel priorities within a group are not unique, the DMA
will be halted after the CPE error is recorded. The DMA
will remain halted and will not process any channel service
requests. Once all of the channel priorities are set to unique
numbers, the DMA may be enabled again by clearing the
Halt bit.

* If a scatter/gather operation is enabled upon channel completion, a configuration
error is reported if the scatter/gather address (DLAST_SGA) 1s not aligned on a 32-
byte boundary.

e If minor loop channel linking is enabled upon channel completion, a configuration
error is reported when the link is attempted if the TCDn_CITER[E_LINK] bit does
not equal the TCDn_BITER[E_LINK] bit.

If enabled, all configuration error conditions, except the scatter/gather and minor-loop
link errors, report as the channel activates and asserts an error interrupt request. A scatter/
gather configuration error is reported when the scatter/gather operation begins at major
loop completion when properly enabled. A minor loop channel link configuration error is
reported when the link operation is serviced at minor loop completion.

If a system bus read or write is terminated with an error, the data transfer is stopped and
the appropriate bus error flag set. In this case, the state of the channel's transfer control
descriptor is updated by the eDMA engine with the current source address, destination
address, and current iteration count at the point of the fault. When a system bus error
occurs, the channel terminates after the next transfer. Due to pipeline effect, the next
transfer is already in progress when the bus error is received by the eDMA. If a bus error
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occurs on the last read prior to beginning the write sequence, the write executes using the
data captured during the bus error. If a bus error occurs on the last write prior to
switching to the next read sequence, the read sequence executes before the channel
terminates due to the destination bus error.

A transfer may be cancelled by software with the CR[CX] bit. When a cancel transfer
request is recognized, the DMA engine stops processing the channel. The current read-
write sequence is allowed to finish. If the cancel occurs on the last read-write sequence of
a major or minor loop, the cancel request is discarded and the channel retires normally.

The error cancel transfer is the same as a cancel transfer except the Error Status register
(DMAx_ES) is updated with the cancelled channel number and ECX is set. The TCD of a
cancelled channel contains the source and destination addresses of the last transfer saved
in the TCD. If the channel needs to be restarted, you must re-initialize the TCD because
the aforementioned fields no longer represent the original parameters. When a transfer is
cancelled by the error cancel transfer mechanism, the channel number is loaded into
DMA_ES[ERRCHN] and ECX and VLD are set. In addition, an error interrupt may be
generated if enabled.

NOTE
The cancel transfer request allows the user to stop a large data
transfer in the event the full data transfer is no longer needed.
The cancel transfer bit does not abort the channel. It simply
stops the transferring of data and then retires the channel
through its normal shutdown sequence. The application
software must handle the context of the cancel. If an interrupt is
desired (or not), then the interrupt should be enabled (or
disabled) before the cancel request. The application software
must clean up the transfer control descriptor since the full
transfer did not occur.

The occurrence of any error causes the eDMA engine to stop normal processing of the
active channel immediately (it goes to its error processing states and the transaction to the
system bus still has pipeline effect), and the appropriate channel bit in the eDMA error
register is asserted. At the same time, the details of the error condition are loaded into the
Error Status register (DMAx_ES). The major loop complete indicators, setting the
transfer control descriptor DONE flag and the possible assertion of an interrupt request,
are not affected when an error is detected. After the error status has been updated, the
eDMA engine continues operating by servicing the next appropriate channel. A channel
that experiences an error condition is not automatically disabled. If a channel is
terminated by an error and then issues another service request before the error is fixed,
that channel executes and terminates with the same error condition.
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5.4.3 Channel preemption

Channel preemption is enabled on a per-channel basis by setting the DCHPRIn[ECP] bit.
Channel preemption allows the executing channel’s data transfers to temporarily suspend
in favor of starting a higher priority channel. After the preempting channel has completed
all its minor loop data transfers, the preempted channel is restored and resumes
execution. After the restored channel completes one read/write sequence, it is again
eligible for preemption. If any higher priority channel is requesting service, the restored
channel is suspended and the higher priority channel is serviced. Nested preemption, that
is, attempting to preempt a preempting channel, is not supported. After a preempting
channel begins execution, it cannot be preempted. Preemption is available only when
fixed arbitration is selected.

A channel’s ability to preempt another channel can be disabled by setting
DCHPRIn[DPA]. When a channel’s preempt ability is disabled, that channel cannot
suspend a lower priority channel’s data transfer, regardless of the lower priority channel’s
ECP setting. This allows for a pool of low priority, large data-moving channels to be
defined. These low priority channels can be configured to not preempt each other, thus
preventing a low priority channel from consuming the preempt slot normally available to
a true, high priority channel.

5.5 Initialization/application information

The following sections discuss initialization of the eDMA and programming
considerations.

5.5.1 eDMA initialization
To initialize the eEDMA:
1. Write to the CR if a configuration other than the default is desired.

2. Write the channel priority levels to the DCHPRIn registers if a configuration other
than the default is desired.

3. Enable error interrupts in the EEI register if so desired.
4. Write the 32-byte TCD for each channel that may request service.

5. Enable any hardware service requests via the ERQ register.
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6. Request channel service via either:
» Software: setting the TCDn_CSR[START]
» Hardware: slave device asserting its eDMA peripheral request signal

After any channel requests service, a channel is selected for execution based on the
arbitration and priority levels written into the programmer's model. The eDMA engine
reads the entire TCD, including the TCD control and status fields, as shown in the
following table, for the selected channel into its internal address path module.

As the TCD is read, the first transfer is initiated on the internal bus, unless a
configuration error is detected. Transfers from the source, as defined by TCDn_SADDR,
to the destination, as defined by TCDn_DADDR, continue until the number of bytes
specified by TCDn_NBYTES are transferred.

When the transfer is complete, the eDMA engine's local TCDn_SADDR,
TCDn_DADDR, and TCDn_CITER are written back to the main TCD memory and any
minor loop channel linking is performed, if enabled. If the major loop is exhausted,
further post processing executes, such as interrupts, major loop channel linking, and
scatter/gather operations, if enabled.

Table 5-5. TCD Control and Status fields

TCDn_CSR field .
Description
name
START Control bit to start channel explicitly when using a software initiated DMA service (Automatically
cleared by hardware)
ACTIVE Status bit indicating the channel is currently in execution
DONE Status bit indicating major loop completion (cleared by software when using a software initiated
DMA service)
D_REQ Control bit to disable DMA request at end of major loop completion when using a hardware initiated
DMA service
BWC Control bits for throttling bandwidth control of a channel
E_SG Control bit to enable scatter-gather feature
INT_HALF Control bit to enable interrupt when major loop is half complete
INT_MAJ Control bit to enable interrupt when major loop completes

The following figure shows how each DMA request initiates one minor-loop transfer, or
iteration, without CPU intervention. DMA arbitration can occur after each minor loop,
and one level of minor loop DMA preemption is allowed. The number of minor loops in
a major loop is specified by the beginning iteration count (BITER).
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The following figure lists the memory array terms and how the TCD settings interrelate.

xADDR: (Starting address) XSIZE: (size of one

data transfer) Minor loop
(NBYTESin :
minor loop, i Offset (xOFF): number of bytes added to :
often the same | current address after each transfer
value as xSIZE) (often the same value as xSIZE)
........................................................................... Each DMA source (S) and
destination (D) has its own:
o Address (xADDR)
° : Size (xSIZE)
. Minor loop i Offset (xOFF)
. ; Modulo (xMOD)
° Last Address Adjustment (xLAST)

where x =S or D

............................

Peripheral queues typically
have size and offset equal
to NBYTES.

Last minor loop

XLAST: Number of bytes added to
current address after major loop
(typically used to loop back)

Figure 5-6. Memory array terms

5.5.2 Programming errors

The eDMA performs various tests on the transfer control descriptor to verify consistency
in the descriptor data. Most programming errors are reported on a per channel basis with
the exception of channel priority error (ES[CPE)).
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For all error types other than group or channel priority errors, the channel number
causing the error is recorded in the Error Status register (DMAx_ES). If the error source
is not removed before the next activation of the problem channel, the error is detected and
recorded again.

Channel priority errors are identified within a group once that group has been selected as
the active group. For example:

1. The eDMA is configured for fixed group and fixed channel arbitration modes.
2. Group 1 1s the highest priority and all channels are unique in that group.

3. Group 0 is the next highest priority and has two channels with the same priority
level.

4. If Group 1 has any service requests, those requests will be executed.
5. After all of Group 1 requests have completed, Group 0 will be the next active group.

6. If Group O has a service request, then an undefined channel in Group 0 will be
selected and a channel priority error will occur.

7. This repeats until the all of Group 0 requests have been removed or a higher priority
Group 1 request comes in.

In this sequence, for item 2, the eDMA acknowledge lines will assert only if the selected
channel is requesting service via the eDMA peripheral request signal. If interrupts are
enabled for all channels, the user will get an error interrupt, but the channel number for
the ERR register and the error interrupt request line may be wrong because they reflect
the selected channel. A group priority error is global and any request in any group will
cause a group priority error.

If priority levels are not unique, when any channel requests service, a channel priority
error is reported. The highest channel/group priority with an active request is selected,
but the lowest numbered channel with that priority is selected by arbitration and executed
by the eDMA engine. The hardware service request handshake signals, error interrupts,
and error reporting is associated with the selected channel.

5.5.3 Arbitration mode considerations

This section discusses arbitration considerations for the eDMA.
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5.5.3.1 Fixed group arbitration, Fixed channel arbitration

In this mode, the channel service request from the highest priority channel in the highest
priority group is selected to execute. If the eDMA is programmed so that the channels
within one group use "fixed" priorities, and that group is assigned the highest "fixed"
priority of all groups, that group can take all the bandwidth of the eDMA controller. That
is, no other groups will be serviced if there is always at least one DMA request pending
on a channel in the highest priority group when the controller arbitrates the next DMA
request. The advantage of this scenario is that latency can be small for channels that need
to be serviced quickly. Preemption is available in this scenario only.

5.5.3.2 Fixed group arbitration, Round-robin channel arbitration

The highest priority group with a request will be serviced. Lower priority groups will be
serviced if no pending requests exist in the higher priority groups.

Within each group, ¢ hannels are serviced starting with the highest channel number and
rotating through to the lowest channel number without regard to the channel priority
levels assigned within the group.

This scenario could cause the same bandwidth consumption problem as indicated in
Fixed group arbitration, Fixed channel arbitration, but all the channels in the highest
priority group will be serviced. Service latency will be short on the highest priority group,
but could potentially be very much longer as the group priority decreases.

5.5.4 Performing DMA transfers

This section presents examples on how to perform DMA transfers with the eDMA.

5.5.4.1 Single request

To perform a simple transfer of n bytes of data with one activation, set the major loop to
one (TCDn_CITER = TCDn_BITER = 1). The data transfer begins after the channel
service request is acknowledged and the channel is selected to execute. After the transfer
is complete, the TCDn_CSR[DONE] bit is set and an interrupt generates if properly
enabled.

For example, the following TCD entry is configured to transfer 16 bytes of data. The
eDMA is programmed for one iteration of the major loop transferring 16 bytes per
iteration. The source memory has a byte wide memory port located at 0x1000. The
destination memory has a 32-bit port located at 0x2000. The address offsets are
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programmed in increments to match the transfer size: one byte for the source and four
bytes for the destination. The final source and destination addresses are adjusted to return
to their beginning values.

TCDn_CITER = TCDn BITER = 1
TCDn_NBYTES = 16

TCDn_SADDR = 0x1000
TCDn_SOFF = 1
TCDn_ATTR[SSIZE] = 0
TCDn_SLAST = -16

TCDn_DADDR = 0x2000
TCDn_DOFF = 4

TCDn_ATTR[DSIZE] = 2

TCDn DLAST SGA= -16

TCDn_CSR[INT MAJ] = 1

TCDn_CSR[START] = 1 (Should be written last after all other fields have been initialized)

All other TCDn fields = 0

This generates the following event sequence:

1.
2.
3.

User write to the TCDn_CSR[START] bit requests channel service.
The channel is selected by arbitration for servicing.

eDMA engine writes: TCDn_CSR[DONE] = 0, TCDn_CSR[START] =0,
TCDn_CSR[ACTIVE] =1.

eDMA engine reads: channel TCD data from local memory to internal register file.
The source-to-destination transfers are executed as follows:

a. Read byte from location 0x1000, read byte from location 0x1001, read byte from
0x1002, read byte from 0x1003.

b. Write 32-bits to location 0x2000 — first iteration of the minor loop.

c. Read byte from location 0x1004, read byte from location 0x1005, read byte from
0x1006, read byte from 0x1007.

d. Write 32-bits to location 0x2004 — second iteration of the minor loop.

e. Read byte from location 0x1008, read byte from location 0x1009, read byte from
0x100A, read byte from 0x100B.

f. Write 32-bits to location 0x2008 — third iteration of the minor loop.

g. Read byte from location 0x100C, read byte from location 0x100D, read byte
from Ox100E, read byte from 0x100F.

h. Write 32-bits to location 0x200C — last iteration of the minor loop = major loop
complete.
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The eDMA engine writes: TCDn_SADDR = 0x1000, TCDn_DADDR = 0x2000,
TCDn_CITER =1 (TCDn_BITER).

The eDMA engine writes: TCDn_CSR[ACTIVE] = 0, TCDn_CSR[DONE] =1,
INT[n] = 1.

The channel retires and the eDMA goes idle or services the next channel.

5.5.4.2 Multiple requests

The following example transfers 32 bytes via two hardware requests, but is otherwise the
same as the previous example. The only fields that change are the major loop iteration
count and the final address offsets. The eDMA is programmed for two iterations of the
major loop transferring 16 bytes per iteration. After the channel's hardware requests are
enabled in the ERQ register, the slave device initiates channel service requests.

TCDn_CITER TCDn_BITER = 2
TCDn_ SLAST -32
TCDn DLAST SGA = -32

This would generate the following sequence of events:

1.
2.
3.

First hardware, that is, eEDMA peripheral, request for channel service.
The channel is selected by arbitration for servicing.

eDMA engine writes: TCDn_CSR[DONE] = 0, TCDn_CSR[START] =0,
TCDn_CSR[ACTIVE] = 1.

eDMA engine reads: channel TCDn data from local memory to internal register file.
The source to destination transfers are executed as follows:

a. Read byte from location 0x1000, read byte from location 0x1001, read byte from
0x1002, read byte from 0x1003.

b. Write 32-bits to location 0x2000 — first iteration of the minor loop.

c. Read byte from location 0x1004, read byte from location 0x1005, read byte from
0x1006, read byte from 0x1007.

d. Write 32-bits to location 0x2004 — second iteration of the minor loop.

e. Read byte from location 0x1008, read byte from location 0x1009, read byte from
0x100A, read byte from 0x100B.

f. Write 32-bits to location 0x2008 — third iteration of the minor loop.
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10.
11.

12.
13.

14.

15.

g. Read byte from location 0x100C, read byte from location 0x100D, read byte
from Ox100E, read byte from Ox100F.

h. Write 32-bits to location 0x200C — last iteration of the minor loop.

eDMA engine writes: TCDn_SADDR = 0x1010, TCDn_DADDR = 0x2010,
TCDn_CITER = 1.

eDMA engine writes: TCDn_CSR[ACTIVE] = 0.

The channel retires —> one iteration of the major loop. The eDMA goes idle or
services the next channel.

Second hardware, that is, eEDMA peripheral, requests channel service.
The channel is selected by arbitration for servicing.

eDMA engine writes: TCDn_CSR[DONE] = 0, TCDn_CSR[START] =0,
TCDn_CSR[ACTIVE] = 1.

eDMA engine reads: channel TCD data from local memory to internal register file.
The source to destination transfers are executed as follows:

a. Read byte from location 0x1010, read byte from location 0x1011, read byte from
0x1012, read byte from 0x1013.

b. Write 32-bits to location 0x2010 — first iteration of the minor loop.

c. Read byte from location 0x1014, read byte from location 0x1015, read byte from
0x1016, read byte from 0x1017.

d. Write 32-bits to location 0x2014 — second iteration of the minor loop.

e. Read byte from location 0x1018, read byte from location 0x1019, read byte from
0x101A, read byte from 0x101B.

f. Write 32-bits to location 0x2018 — third iteration of the minor loop.

g. Read byte from location Ox101C, read byte from location 0x101D, read byte
from Ox101E, read byte from Ox101F.

h. Write 32-bits to location 0x201C — last iteration of the minor loop - major loop
complete.

eDMA engine writes: TCDn_SADDR = 0x1000, TCDn_DADDR = 0x2000,
TCDn_CITER =2 (TCDn_BITER).

eDMA engine writes: TCDn_CSR[ACTIVE] =0, TCDn_CSR[DONE] = 1, INT[n] =
1.
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16. The channel retires = major loop complete. The eDMA goes idle or services the next
channel.

5.5.4.3 Using the modulo feature

The modulo feature of the eDMA provides the ability to implement a circular data queue
in which the size of the queue is a power of 2. MOD is a 5-bit field for the source and
destination in the TCD, and it specifies which lower address bits increment from their
original value after the address+offset calculation. All upper address bits remain the same
as in the original value. A setting of O for this field disables the modulo feature.

The following table shows how the transfer addresses are specified based on the setting
of the MOD field. Here a circular buffer is created where the address wraps to the
original value while the 28 upper address bits (0x1234567x) retain their original value. In
this example the source address is set to 0x12345670, the offset is set to 4 bytes and the
MOD field is set to 4, allowing for a 2* byte (16-byte) size queue.

Table 5-6. Modulo example

Transfer Number Address

1 0x12345670
0x12345674
0x12345678
0x1234567C
0x12345670
0x12345674

||~ W[N

5.5.5 Monitoring transfer descriptor status

This section discusses how to monitor eDMA status.

5.5.5.1 Testing for minor loop completion

There are two methods to test for minor loop completion when using software initiated
service requests. The first is to read the TCDn_CITER field and test for a change.
Another method may be extracted from the sequence shown below. The second method is
to test the TCDn_CSR[START] bit and the TCDn_CSR[ACTIVE] bit. The minor-loop-
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complete condition is indicated by both bits reading zero after the TCDn_CSR[START]
was set. Polling the TCDn_CSR[ACTIVE] bit may be inconclusive, because the active

status may be missed if the channel execution is short in duration.

The TCD status bits execute the following sequence for a software activated channel:

TCDn_CSR bits
Stage State
START ACTIVE DONE
1 1 0 0 Channel service request via software
2 0 1 0 Channel is executing
3a 0 0 0 Channel has completed the minor loop and is idle
3b 0 0 1 Channel has completed the major loop and is idle

The best method to test for minor-loop completion when using hardware, that is,
peripheral, initiated service requests is to read the TCD#n_CITER field and test for a
change. The hardware request and acknowledge handshake signals are not visible in the
programmer's model.

The TCD status bits execute the following sequence for a hardware-activated channel:

TCDn_CSR bits

Stage State
START ACTIVE DONE
Channel service request via hardware (peripheral
1 0 0 0
request asserted)
2 0 1 0 Channel is executing
3a 0 0 0 Channel has completed the minor loop and is idle
3b 0 0 1 Channel has completed the major loop and is idle

For both activation types, the major-loop-complete status is explicitly indicated via the
TCDn_CSR[DONE] bit.

The TCDn_CSR[START] bit is cleared automatically when the channel begins execution
regardless of how the channel activates.

5.5.5.2 Reading the transfer descriptors of active channels

The eDMA reads back the true TCDn_SADDR, TCDn_DADDR, and TCDn_NBYTES
values if read while a channel executes. The true values of the SADDR, DADDR, and
NBYTES are the values the eDMA engine currently uses in its internal register file and
not the values in the TCD local memory for that channel. The addresses, SADDR and
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DADDR, and NBYTES, which decrement to zero as the transfer progresses, can give an
indication of the progress of the transfer. All other values are read back from the TCD
local memory.

5.5.5.3 Checking channel preemption status

Preemption is available only when fixed arbitration is selected for both group and
channel arbitration modes. A preemptive situation is one in which a preempt-enabled
channel runs and a higher priority request becomes active. When the eDMA engine is not
operating in fixed group, fixed channel arbitration mode, the determination of the actively
running relative priority outstanding requests become undefined. Channel and/or group
priorities are treated as equal, that is, constantly rotating, when Round-Robin Arbitration
mode is selected.

The TCDn_CSR[ACTIVE] bit for the preempted channel remains asserted throughout
the preemption. The preempted channel is temporarily suspended while the preempting
channel executes one major loop iteration. If two TCDn_CSR[ACTIVE] bits are set
simultaneously in the global TCD map, a higher priority channel is actively preempting a
lower priority channel.

5.5.6 Channel Linking

Channel linking (or chaining) is a mechanism where one channel sets the
TCDn_CSR[START] bit of another channel (or itself), therefore initiating a service
request for that channel. When properly enabled, the EDMA engine automatically
performs this operation at the major or minor loop completion.

The minor loop channel linking occurs at the completion of the minor loop (or one
iteration of the major loop). The TCDn_CITER[E_LINK] field determines whether a
minor loop link is requested. When enabled, the channel link is made after each iteration
of the major loop except for the last. When the major loop is exhausted, only the major
loop channel link fields are used to determine if a channel link should be made. For
example, the initial fields of:

TCDn_ CITER[E_LINK] 1

TCDn_ CITER [LINKCH] 0xC

TCDn CITER[CITER] value = 0x4
TCDn CSR[MAJOR_E LINK] = 1
TCDn_CSR[MAJOR_LINKCH] = 0x7

executes as:

1. Minor loop done — set TCD12_CSR[START] bit
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2. Minor loop done — set TCD12_CSR[START] bit
3. Minor loop done — set TCD12_CSR[START] bit
4. Minor loop done, major loop done—> set TCD7_CSR[START] bit

When minor loop linking is enabled (TCDn_CITER[E_LINK] = 1), the
TCDn_CITER[CITER] field uses a nine bit vector to form the current iteration count.
When minor loop linking is disabled (TCDn_CITER[E_LINK] = 0), the
TCDn_CITER[CITER] field uses a 15-bit vector to form the current iteration count. The
bits associated with the TCDn_CITER[LINKCH] field are concatenated onto the CITER
value to increase the range of the CITER.

Note

The TCDn_CITER[E_LINK] bit and the
TCDn_BITER[E_LINK] bit must equal or a configuration error
is reported. The CITER and BITER vector widths must be
equal to calculate the major loop, half-way done interrupt point.

The following table summarizes how a DMA channel can link to another DMA channel,
1.e, use another channel's TCD, at the end of a loop.

Table 5-7. Channel Linking Parameters

De:red L ink TCD Control Field Name | Description
ehavior
Enable channel-to-channel linking on minor loop completion (current

Link at end of CITER[E_LINK] oo g P completion (

Minor Loop - — . . :

CITER[LINKCH] Link channel number when linking at end of minor loop (current iteration)

Link at end of CSR[MAJOR_E_LINK] Enable channel-to-channel linking on major loop completion

Major Loop CSR[MAJOR_LINKCH]  |Link channel number when linking at end of major loop

5.5.7 Dynamic programming

This section provides recommended methods to change the programming model during
channel execution.

5.5.7.1 Dynamically changing the channel priority

The following two options are recommended for dynamically changing channel priority
levels:
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1. Switch to Round-Robin Channel Arbitration mode, change the channel priorities,
then switch back to Fixed Arbitration mode,

2. Disable all the channels, change the channel priorities, then enable the appropriate
channels.

5.5.7.2 Dynamic channel linking

Dynamic channel linking is the process of setting the TCDn_CSR[MAJORELINK] bit
during channel execution (see the diagram in TCD structure). This bit is read from the
TCD local memory at the end of channel execution, thus allowing the user to enable the
feature during channel execution.

Because the user is allowed to change the configuration during execution, a coherency
model is needed. Consider the scenario where the user attempts to execute a dynamic
channel link by enabling the TCDn_CSR[MAJORELINK] bit at the same time the
eDMA engine is retiring the channel. The TCDn_CSR[MAJORELINK] would be set in
the programmer’s model, but it would be unclear whether the actual link was made
before the channel retired.

The following coherency model is recommended when executing a dynamic channel link
request.

1. Write 1 to the TCDn_CSR[MAJORELINK] bit.
2. Read back the TCDn_CSR[MAJORELINK] bit.
3. Test the TCDn_CSR[MAJORELINK] request status:
e [f TCDn_CSR[MAJORELINK] = 1, the dynamic link attempt was successful.
e If TCDn_CSR[MAJORELINK] = 0, the attempted dynamic link did not succeed
(the channel was already retiring).

For this request, the TCD local memory controller forces the
TCDn_CSR[MAJORELINK] bit to zero on any writes to a channel’s TCD.word7 after
that channel’s TCD.done bit is set, indicating the major loop is complete.

NOTE
The user must clear the The TCDn_CSR[DONE] bit before
writing the TCDn_CSR[MAJORELINK] bit. The
TCDn_CSR[DONE] bit is cleared automatically by the eDMA
engine after a channel begins execution.
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5.5.7.3 Dynamic scatter/gather

Scatter/gather is the process of automatically loading a new TCD into a channel. It allows
a DMA channel to use multiple TCDs; this enables a DMA channel to scatter the DMA
data to multiple destinations or gather it from multiple sources. When scatter/gather is
enabled and the channel has finished its major loop, a new TCD is fetched from system
memory and loaded into that channel’s descriptor location in eDMA programmer’s
model, thus replacing the current descriptor.

Because the user is allowed to change the configuration during execution, a coherency
model is needed. Consider the scenario where the user attempts to execute a dynamic
scatter/gather operation by enabling the TCDn_CSR[ESG] bit at the same time the
eDMA engine is retiring the channel. The ESG bit would be set in the programmer’s
model, but it would be unclear whether the actual scatter/gather request was honored
before the channel retired.

Two methods for this coherency model are shown in the following subsections. Method 1
has the advantage of reading the MAJORLINKCH field and the ESG bit with a single
read. For both dynamic channel linking and scatter/gather requests, the TCD local
memory controller forces the TCD MAJOR.E_LINK and E_SG bits to zero on any writes
to a channel’s TCD word 7 if that channel’s TCD.DONE bit is set indicating the major
loop is complete.

NOTE
The user must clear the TCDn_CSR[DONE] bit before writing
the MAJORELINK or ESG bits. The TCDn_CSR[DONE] bit is
cleared automatically by the eDMA engine after a channel
begins execution.

5.5.7.3.1 Method 1 (channel not using major loop channel linking)

For a channel not using major loop channel linking, the coherency model described here
may be used for a dynamic scatter/gather request.

When the TCDn_CSR[MAJORELINK] bit is zero, the TCDn_CSR[MAJORLINKCH]
field is not used by the eDMA. In this case, the MAJORLINKCH field may be used for
other purposes. This method uses the MAJORLINKCH field as a TCD identification
(ID).

1. When the descriptors are built, write a unique TCD ID in the
TCDn_CSR[MAJORLINKCH] field for each TCD associated with a channel using
dynamic scatter/gather.

2. Write 1b to the TCDn_CSR[DREQ] bit.
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Should a dynamic scatter/gather attempt fail, setting the DREQ bit will prevent a
future hardware activation of this channel. This stops the channel from executing
with a destination address (DADDR) that was calculated using a scatter/gather
address (written in the next step) instead of a dlast final offset value.

Write the TCDn_DLASTSGA register with the scatter/gather address.

Write 1b to the TCDn_CSR[ESG] bit.

Read back the 16 bit TCD control/status field.

Test the ESG request status and MAJORLINKCH value in the TCDn_CSR register:
If ESG = 1b, the dynamic link attempt was successful.

If ESG = 0b and the MAJORLINKCH (ID) did not change, the attempted dynamic
link did not succeed (the channel was already retiring).

If ESG = 0b and the MAJORLINKCH (ID) changed, the dynamic link attempt was
successful (the new TCD’s E_SG value cleared the ESG bit).

5.5.7.3.2 Method 2 (channel using major loop channel linking)

For a channel using major loop channel linking, the coherency model described here may
be used for a dynamic scatter/gather request. This method uses the TCD.DLAST_SGA
field as a TCD identification (ID).

1.

A

Write 1b to the TCDn_CSR[DREQ] bit.

Should a dynamic scatter/gather attempt fail, setting the DREQ bit will prevent a
future hardware activation of this channel. This stops the channel from executing
with a destination address (DADDR) that was calculated using a scatter/gather
address (written in the next step) instead of a dlast final offset value.

Write the TCDn_DLASTSGA register with the scatter/gather address.
Write 1b to the TCDn_CSR[ESG] bit.

Read back the ESG bit.

Test the ESG request status:

If ESG = 1b, the dynamic link attempt was successful.

If ESG = 0b, read the 32 bit TCDn_DLASTSGA field.

If ESG = 0b and the TCDn_DLASTSGA did not change, the attempted dynamic link
did not succeed (the channel was already retiring).
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If ESG = 0b and the TCDn_DLASTSGA changed, the dynamic link attempt was
successful (the new TCD’s E_SG value cleared the ESG bit).

5.5.8 Suspend/resume a DMA channel with active hardware
service requests

The DMA allows the user to move data from memory or peripheral registers to another
location in memory or peripheral registers without CPU interaction. Once the DMA and
peripherals have been configured and are active, it is rare to suspend a peripheral's
service request dynamically. In this scenario, there are certain restrictions to disabling a
DMA hardware service request. For coherency, a specific procedure must be followed.
This section provides guidance on how to coherently suspend and resume a Direct
Memory Access (DMA) channel when the DMA is triggered by a slave module such as
the Serial Peripheral Interface (SPI), ADC, or other module.

5.5.8.1 Suspend an active DMA channel
To suspend an active DMA channel:
1. Stop the DMA service request at the peripheral first. Confirm it has been disabled by
reading back the appropriate register in the peripheral.
2. Check the DMA's Hardware Request Status Register (DMA_HRSn) to ensure there
is no service request to the DMA channel being suspended. Then disable the
hardware service request by clearing the ERQ bit on appropriate DMA channel.

5.5.8.2 Resume a DMA channel

To resume a DMA channel:
1. Enable the DMA service request on the appropriate channel by setting the its ERQ
bit.
2. Enable the DMA service request at the peripheral.

For example, assume the SPI is set as a master for transmitting data via a DMA service
request when the SPI_TXFIFO has an empty slot. The DMA will transfer the next
command and data to the TXFIFO upon the request. If the user needs to suspend the
DMA/SPI transfer loop, perform the following steps:
1. Disable the DMA service request at the source by writing 0 to
SPI_RSER[TFFF_RE]. Confirm that SPI_RSER[TFFF_RE] is 0.
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2. Ensure there is no DMA service request from the SPI by verifying that
DMA_HRS[HRS#] is O for the appropriate channel. If no service request is present,
disable the DMA channel by clearing the channel's ERQ bit. If a service request is
present, wait until the request has been processed and the HRS bit reads zero.

5.6 Memory map/register definition
The eDMA's programming model is partitioned into two regions:
* The first region defines a number of registers providing control functions

» The second region corresponds to the local transfer control descriptor (TCD)
memory

5.6.1 TCD memory

Each channel requires a 32-byte transfer control descriptor for defining the desired data
movement operation. The channel descriptors are stored in the local memory in
sequential order: channel 0, channel 1, ... channel 31. Each TCDn definition is presented
as 11 registers of 16 or 32 bits.

5.6.2 TCD initialization

Prior to activating a channel, you must initialize its TCD with the appropriate transfer
profile.
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5.6.3 TCD structure

31 30 29 2s|27 26 25 24|23 22 21 20|19 18 17 16|15 14 13 12|11 10 9 s|7 6 5 4|3 2 10
0000h SADDR
0004h [  SMOD SSIZE DMOD DSIZE SOFF
NBYTES
W w
0008h { | W W
3| = MLOFF or NBYTES NBYTES
(D] =)
000Ch SLAST
0010h DADDR
X
z
o CITER or
w
0014h 2|  CITERLINKCH CITER DOFF
E
o
0018h DLAST_SGA
X X
= o é % W
3 1] Z w |y l OlZ|<|=
| > = > 9] <
oo1Ch | & BITER or BITER BWC| & J SlE|4|o|E|T|3|2
| BITERLINKCH 2 g SR s P
= 'I 2 MEIRNEE
o = s
31 30 29 28|27 26 25 24|23 22 21 2o|19 18 17 1615 14 13 12|11 10 9 8|7 6 5 4|3 2 1 0

5.6.4 Reserved memory and bit fields

* Reading reserved bits in a register returns the value of zero.
* Writes to reserved bits in a register are ignored.
* Reading or writing a reserved memory location generates a bus error.

5.6.5 DMA register descriptions

5.6.5.1

DMA base address: 400E_8000h

DMA Memory map

DMA_CR[EMLM] disabled

DMA_CR[EMLM] enabled

Offset Register Width | Access | Reset value
(In bits)
Oh Control Register (CR) 32 RW See
description.
Table continues on the next page...
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Offset Register Width | Access | Reset value
(In bits)
4h Error Status Register (ES) 32 RO 0000_0000h
Ch Enable Request Register (ERQ) 32 RW 0000_0000h
14h Enable Error Interrupt Register (EEI) 32 RW 0000_0000h
18h Clear Enable Error Interrupt Register (CEEI) 8 WORZ 00h
19h Set Enable Error Interrupt Register (SEEI) 8 WORZ 00h
1Ah Clear Enable Request Register (CERQ) 8 WORZ 00h
1Bh Set Enable Request Register (SERQ) 8 WORZ 00h
1Ch Clear DONE Status Bit Register (CDNE) 8 WORZ 00h
1Dh Set START Bit Register (SSRT) 8 WORZ 00h
1Eh Clear Error Register (CERR) 8 WORZ 00h
1Fh Clear Interrupt Request Register (CINT) 8 WORZ 00h
24h Interrupt Request Register (INT) 32 W1C 0000_0000h
2Ch Error Register (ERR) 32 Wi1C 0000_0000h
34h Hardware Request Status Register (HRS) 32 RO 0000_0000h
44h Enable Asynchronous Request in Stop Register (EARS) 32 RW 0000_0000h
100h Channel Priority Register (DCHPRI3) 8 RW 03h
101h Channel Priority Register (DCHPRI2) 8 RW 02h
102h Channel Priority Register (DCHPRI1) 8 RW 01h
103h Channel Priority Register (DCHPRIO) 8 RW 00h
104h Channel Priority Register (DCHPRI7) 8 RW 07h
105h Channel Priority Register (DCHPRI6) 8 RwW 06h
106h Channel Priority Register (DCHPRI5) 8 RwW 05h
107h Channel Priority Register (DCHPRI4) 8 RW 04h
108h Channel Priority Register (DCHPRI11) 8 RW 0Bh
109h Channel Priority Register (DCHPRI10) 8 RW 0Ah
10Ah Channel Priority Register (DCHPRI9) 8 RW 09h
10Bh Channel Priority Register (DCHPRI8) 8 RW 08h
10Ch Channel Priority Register (DCHPRI15) 8 RW OFh
10Dh Channel Priority Register (DCHPRI14) 8 RW OEh
10Eh Channel Priority Register (DCHPRI13) 8 RW 0Dh
10Fh Channel Priority Register (DCHPRI12) 8 RW 0Ch
110h Channel Priority Register (DCHPRI19) 8 RW 13h
111h Channel Priority Register (DCHPRI18) 8 RW 12h
112h Channel Priority Register (DCHPRI17) 8 RW 11h
113h Channel Priority Register (DCHPRI16) 8 RW 10h
114h Channel Priority Register (DCHPRI23) 8 RW 17h
115h Channel Priority Register (DCHPRI22) 8 RW 16h
116h Channel Priority Register (DCHPRI21) 8 RW 15h
117h Channel Priority Register (DCHPRI20) 8 RW 14h
118h Channel Priority Register (DCHPRI27) 8 RW 1Bh
Table continues on the next page...
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Offset Register Width | Access | Reset value
(In bits)
119h Channel Priority Register (DCHPRI26) 8 RW 1Ah
11Ah Channel Priority Register (DCHPRI25) 8 RW 19h
11Bh Channel Priority Register (DCHPRI24) 8 RW 18h
11Ch Channel Priority Register (DCHPRI31) 8 RW 1Fh
11Dh Channel Priority Register (DCHPRI30) 8 RW 1Eh
11Eh Channel Priority Register (DCHPRI29) 8 RW 1Dh
11Fh Channel Priority Register (DCHPRI28) 8 RW 1Ch
1000h - TCD Source Address (TCDO_SADDR - TCD31_SADDR) 32 RW See
13EOh description.
1004h - TCD Signed Source Address Offset (TCDO_SOFF - TCD31_SOFF) 16 RW See
13E4h description.
1006h - TCD Transfer Attributes (TCDO_ATTR - TCD31_ATTR) 16 RW See
13E6h description.
1008h - TCD Minor Byte Count (Minor Loop Mapping Disabled) (TCDO_NBY 32 RW See
13E8h TES_MLNO - TCD31_NBYTES_MLNO) description.
1008h - TCD Signed Minor Loop Offset (Minor Loop Mapping Enabled and 32 RwW See
13E8h Offset Disabled) (TCDO_NBYTES_MLOFFNO - TCD31_NBYTES_ description.
MLOFFNO)
1008h - TCD Signed Minor Loop Offset (Minor Loop Mapping and Offset 32 RwW See
13E8h Enabled) (TCDO_NBYTES_MLOFFYES - TCD31_NBYTES_MLO description.
FFYES)
100Ch - TCD Last Source Address Adjustment (TCDO_SLAST - TCD31_SL 32 RW See
13ECh AST) description.
1010h - 13F0Oh| TCD Destination Address (TCDO_DADDR - TCD31_DADDR) 32 RW See
description.
1014h - 13F4h | TCD Signed Destination Address Offset (TCDO_DOFF - TCD31_DO 16 RW See
FF) description.
1016h - 13F6h| TCD Current Minor Loop Link, Major Loop Count (Channel Linking 16 RW See
Disabled) (TCDO_CITER_ELINKNO - TCD31_CITER_ELINKNO) description.
1016h - 13F6h | TCD Current Minor Loop Link, Major Loop Count (Channel Linking 16 RwW See
Enabled) (TCDO_CITER_ELINKYES - TCD31_CITER_ELINKYES) description.
1018h - 13F8h | TCD Last Destination Address Adjustment/Scatter Gather Address 32 RW See
(TCDO_DLASTSGA - TCD31_DLASTSGA) description.
101Ch - TCD Control and Status (TCDO_CSR - TCD31_CSR) 16 RW See
13FCh description.
101Eh - TCD Beginning Minor Loop Link, Major Loop Count (Channel Linking 16 RW See
13FEh Disabled) (TCDO_BITER_ELINKNO - TCD31_BITER_ELINKNO) description.
101Eh - TCD Beginning Minor Loop Link, Major Loop Count (Channel Linking 16 RW See
13FEh Enabled) (TCDO_BITER_ELINKYES - TCD31_BITER_ELINKYES) description.
5.6.5.2 Control Register (CR)
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5.6.5.2.1 Offset

Register Offset
CR Oh

5.6.5.2.2 Function

The CR defines the basic operating configuration of the DMA. The DMA arbitrates
channel service requests in two groups of 16 channels each:

* Group 1 contains channels 31-16
* Group O contains channels 15-0

Arbitration within a group can be configured to use either a fixed-priority or a round-
robin scheme. For fixed-priority arbitration, the highest priority channel requesting
service is selected to execute. The channel priority registers assign the priorities; see the
DCHPRIn registers. For round-robin arbitration, the channel priorities are ignored and
channels within each group are cycled through (from high to low channel number)
without regard to priority.

NOTE
For correct operation, writes to the CR register must be
performed only when the DMA channels are inactive; that is,
when TCDn_CSR[ACTIVE] bits are cleared.

The group priorities operate in a similar fashion. In group fixed priority arbitration mode,
channel service requests in the highest priority group are executed first, where priority
level 1 is the highest and priority level O is the lowest. The group priorities are assigned
in the GRPnPRI fields of the DMA Control Register (CR). All group priorities must have
unique values prior to any channel service requests occurring; otherwise, a configuration
error will be reported. For group round robin arbitration, the group priorities are ignored
and the groups are cycled through (from high to low group number) without regard to
priority.

Minor loop offsets are address offset values added to the final source address
(TCDn_SADDR) or destination address (TCDn_DADDR) upon minor loop completion.
When minor loop offsets are enabled, the minor loop offset (MLOFF) is added to the
final source address (TCDn_SADDR), to the final destination address (TCDn_DADDR),
or to both prior to the addresses being written back into the TCD. If the major loop is
complete, the minor loop offset is ignored and the major loop address offsets
(TCDn_SLAST and TCDn_DLAST_SGA) are used to compute the next TCDn_SADDR
and TCDn_DADDR values.

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 117




A ————
Memory map/register definition

When minor loop mapping is enabled (EMLM is 1), TCDn word?2 is redefined. A portion
of TCDn word? is used to specify multiple fields: a source enable bit (SMLOE) to
specify the minor loop offset should be applied to the source address (TCDn_SADDR)
upon minor loop completion, a destination enable bit (DMLOE) to specify the minor loop
offset should be applied to the destination address (TCDn_DADDR) upon minor loop
completion, and the sign extended minor loop offset value (MLOFF). The same offset
value (MLOFF) is used for both source and destination minor loop offsets. When either
minor loop offset is enabled (SMLOE set or DMLOE set), the NBYTES field is reduced
to 10 bits. When both minor loop offsets are disabled (SMLOE cleared and DMLOE
cleared), the NBYTES field is a 30-bit vector.

When minor loop mapping is disabled (EMLM is 0), all 32 bits of TCDn word?2 are
assigned to the NBYTES field.

5.6.5.2.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
> |2
R |FE S o <
Q 3 ) 0 x
o
w
Reset 0 u u u u u u u 0 0 0 0 0 0
Bits 15 14 13 12 11 10 9 8 7 6 3 2 1 0
R |o o T °
< @
= S 12 |I= 5 |8 o |8 |a >
W o o = = < I o o @) )
o o ] o T W< |W wo |2
O] O] o
Reset 0 0 0 0 0 1 0 0 0 0 0 0 0

5.6.5.2.4 Fields

Field Function

31 DMA Active Status
Ob - eDMA is idle.
ACTIVE 1b - eDMA is executing a channel.

30-24 eDMA version number
— Reserved

23-18 Reserved
17 Cancel Transfer
cX Ob - Normal operation

Table continues on the next page...
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Field Function

1b - Cancel the remaining data transfer. Stop the executing channel and force the minor loop to
finish. The cancel takes effect after the last write of the current read/write sequence. The CX bit
clears itself after the cancel has been honored. This cancel retires the channel normally as if the
minor loop was completed.

16 Error Cancel Transfer
ECX Ob - Normal operation
1b - Cancel the remaining data transfer in the same fashion as the CX bit. Stop the executing
channel and force the minor loop to finish. The cancel takes effect after the last write of the current
read/write sequence. The ECX bit clears itself after the cancel is honored. In addition to cancelling
the transfer, ECX treats the cancel as an error condition, thus updating the Error Status register
(DMAXx_ES) and generating an optional error interrupt.
15-11 Reserved
10 Channel Group 1 Priority
GRP1PRI Group 1 priority level when fixed priority group arbitration is enabled.
9 Reserved
8 Channel Group 0 Priority

GRPOPRI Group 0 priority level when fixed priority group arbitration is enabled.

7 Enable Minor Loop Mapping
Ob - Disabled. TCDn.word2 is defined as a 32-bit NBYTES field.

EMLM 1b - Enabled. TCDn.word2 is redefined to include individual enable fields, an offset field, and the
NBYTES field. The individual enable fields allow the minor loop offset to be applied to the source
address, the destination address, or both. The NBYTES field is reduced when either offset is
enabled.

6 Continuous Link Mode
CLM NOTE: Do not use continuous link mode with a channel linking to itself if there is only one minor loop

iteration per service request, for example, if the channel's NBYTES value is the same as either
the source or destination size. The same data transfer profile can be achieved by simply
increasing the NBYTES value, which provides more efficient, faster processing.
Ob - A minor loop channel link made to itself goes through channel arbitration before being
activated again.
1b - A minor loop channel link made to itself does not go through channel arbitration before being
activated again. Upon minor loop completion, the channel activates again if that channel has a
minor loop channel link enabled and the link channel is itself. This effectively applies the minor loop
offsets and restarts the next minor loop.

5 Halt DMA Operations
HALT Ob - Normal operation
1b - Stall the start of any new channels. Executing channels are allowed to complete. Channel
execution resumes when this bit is cleared.

4 Halt On Error
HOE Ob - Normal operation
1b - Any error causes the HALT bit to set. Subsequently, all service requests are ignored until the
HALT bit is cleared.

3 Enable Round Robin Group Arbitration
ERGA Ob - Fixed priority arbitration is used for selection among the groups.
1b - Round robin arbitration is used for selection among the groups.

2 Enable Round Robin Channel Arbitration
ERCA Ob - Fixed priority arbitration is used for channel selection within each group.
1b - Round robin arbitration is used for channel selection within each group.

Table continues on the next page...
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Field Function
1 Enable Debug
EDBG Ob - When in debug mode, the DMA continues to operate.
1b - When in debug mode, the DMA stalls the start of a new channel. Executing channels are
allowed to complete. Channel execution resumes when the system exits debug mode or the EDBG
bit is cleared.
0 Reserved
— Reserved

5.6.5.3 Error Status Register (ES)

5.6.5.3.1 Offset

Register Offset
ES 4h

5.6.5.3.2 Function

The ES provides information concerning the last recorded channel error. Channel errors
can be caused by:

* A configuration error, that is:
 An illegal setting in the transfer-control descriptor, or
 An illegal priority register setting in fixed-arbitration
* An error termination to a bus master read or write cycle
* A cancel transfer with error bit that will be set when a transfer is canceled via the
corresponding cancel transfer control bit

See Fault reporting and handling for more details.
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5.6.5.3.3 Diagram

Bits 31 30 29 28 27 26 25 24 | 23 22 21 20 19 18 17 16
R VLD 0 ECX
w
Reset 0 0 0 0 0 0 0 0 | 0 0 0 0 0 0 0 0
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R | GPE | CPE 0 ERRCHN SAE | SOE | DAE | DOE | NCE | SGE | SBE | DBE
w
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5.6.5.3.4 Fields
Field Function
31 VLD
VLD Logical OR of all ERR status bits
Ob - No ERR bits are set.
1b - At least one ERR bit is set indicating a valid error exists that has not been cleared.
30-17 Reserved
16 Transfer Canceled
ECX 0b - No canceled transfers
1b - The last recorded entry was a canceled transfer by the error cancel transfer input
15 Group Priority Error
GPE Ob - No group priority error
1b - The last recorded error was a configuration error among the group priorities. All group priorities
are not unique.
14 Channel Priority Error
CPE Ob - No channel priority error
1b - The last recorded error was a configuration error in the channel priorities within a group.
Channel priorities within a group are not unique.
13 Reserved
12-8 Error Channel Number or Canceled Channel Number
ERRCHN The channel number of the last recorded error, excluding GPE and CPE errors, or last recorded error
canceled transfer.
7 Source Address Error
SAE Ob - No source address configuration error.
1b - The last recorded error was a configuration error detected in the TCDn_SADDR field.
TCDn_SADDR is inconsistent with TCDn_ATTR[SSIZE].
6 Source Offset Error
SOE 0b - No source offset configuration error
1b - The last recorded error was a configuration error detected in the TCDn_SOFF field.
TCDn_SOFF is inconsistent with TCDn_ATTR[SSIZE].
5 Destination Address Error

Table continues on the next page...
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Field Function

DAE Ob - No destination address configuration error
1b - The last recorded error was a configuration error detected in the TCDn_DADDR field.
TCDn_DADDR is inconsistent with TCDn_ATTR[DSIZE].

4 Destination Offset Error
DOE Ob - No destination offset configuration error
1b - The last recorded error was a configuration error detected in the TCDn_DOFF field.
TCDn_DOFF is inconsistent with TCDn_ATTR[DSIZE].

3 NBYTES/CITER Configuration Error
NCE Ob - No NBYTES/CITER configuration error
1b - The last recorded error was a configuration error detected in the TCDn_NBYTES or
TCDn_CITER fields. TCDn_NBYTES is not a multiple of TCDn_ATTR[SSIZE] and
TCDn_ATTRI[DSIZE], orTCDn_CITER[CITER] is equal to zero, orTCDn_CITER[ELINK] is not equal
to TCDn_BITER[ELINK]

2 Scatter/Gather Configuration Error
SGE Ob - No scatter/gather configuration error
1b - The last recorded error was a configuration error detected in the TCDn_DLASTSGA field. This
field is checked at the beginning of a scatter/gather operation after major loop completion if
TCDn_CSRI[ESG] is enabled. TCDn_DLASTSGA is not on a 32 byte boundary.

1 Source Bus Error
Ob - No source bus error

SBE 1b - The last recorded error was a bus error on a source read
0 Destination Bus Error
DBE Ob - No destination bus error

1b - The last recorded error was a bus error on a destination write

5.6.5.4 Enable Request Register (ERQ)

5.6.5.4.1 Offset

Register Offset
ERQ Ch

5.6.5.4.2 Function

The ERQ register provides a bit map for the 32 channels to enable the request signal for
each channel. The state of any given channel enable is directly affected by writes to this
register; it is also affected by writes to the SERQ and CERQ registers. These registers are
provided so the request enable for a single channel can easily be modified without
needing to perform a read-modify-write sequence to this register.
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DMA request input signals and this enable request flag must be asserted before a
channel's hardware service request is accepted. The state of the DMA enable request flag

does not affect a channel service request made explicitly through software or a linked

channel request.

NOTE

5.6.5.4.3 Diagram

Disable a channel's hardware service request at the source
before clearing the channel's ERQ bit.

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R ~— o (o2} [e0] ~ © 1} < [e2] Al — o o [e0} N~ ©
[s2] [s2] Al Al Al Al Al Al A A A A - - - -
g g o] ] g ] g ] g g g g o] g g g
wilg | |g | | [ | |€ | [ | |& |&€ |&€ |& |&
L L L L L L L L L L L L L L L L

Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bts 15 14 138 12 11 10 9 8 7 6 5 4 3 2 0
"2 12 85 12 181815181813 |18 I8 |5 |8
wie 8 1€ 1€ I&§ € |g | |& |¢ |&¢ |& |& |& |& |&
w ] w ] w ] Ll L Ll L L L L L L L

Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5.6.5.4.4 Fields

Field Function

31 Enable DMA Request 31
ERQ31 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

30 Enable DMA Request 30
ERQ30 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

29 Enable DMA Request 29
ERQ29 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

28 Enable DMA Request 28
ERQ28 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

27 Enable DMA Request 27
ERQ27 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

26 Enable DMA Request 26
ERQ26 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

25 Enable DMA Request 25
Ob - The DMA request signal for the corresponding channel is disabled

Table continues on the next page...
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Field Function
ERQ25 1b - The DMA request signal for the corresponding channel is enabled
24 Enable DMA Request 24

Ob - The DMA request signal for the corresponding channel is disabled

ERQ24 1b - The DMA request signal for the corresponding channel is enabled

23 Enable DMA Request 23
ERQ23 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

22 Enable DMA Request 22
ERQ22 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

21 Enable DMA Request 21
Ob - The DMA request signal for the corresponding channel is disabled

ERQ21 1b - The DMA request signal for the corresponding channel is enabled
20 Enable DMA Request 20
ERQ20 Ob - The DMA request signal for the corresponding channel is disabled

1b - The DMA request signal for the corresponding channel is enabled

19 Enable DMA Request 19
ERQ19 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

18 Enable DMA Request 18
ERQ18 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

17 Enable DMA Request 17
ERQ17 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

16 Enable DMA Request 16
Ob - The DMA request signal for the corresponding channel is disabled

ERQ16 1b - The DMA request signal for the corresponding channel is enabled
15 Enable DMA Request 15
ERQ15 Ob - The DMA request signal for the corresponding channel is disabled

1b - The DMA request signal for the corresponding channel is enabled

14 Enable DMA Request 14
ERQ14 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

13 Enable DMA Request 13
ERQ13 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

12 Enable DMA Request 12
ERQ12 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

11 Enable DMA Request 11
ERQ11 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

10 Enable DMA Request 10
ERQ10 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

9 Enable DMA Request 9
ERQQ Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

8 Enable DMA Request 8

Table continues on the next page...
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Field Function
ERQ8 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled
7 Enable DMA Request 7

Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

6 Enable DMA Request 6
ERQ6 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

5 Enable DMA Request 5
ERQ5 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

4 Enable DMA Request 4
ERQ4 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

3 Enable DMA Request 3
ERQ3 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

2 Enable DMA Request 2
ERQ2 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

1 Enable DMA Request 1
ERQ1 Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

0 Enable DMA Request 0
ERQO Ob - The DMA request signal for the corresponding channel is disabled
1b - The DMA request signal for the corresponding channel is enabled

ERQ7

5.6.5.5 Enable Error Interrupt Register (EEI)

5.6.5.5.1 Offset

Register Offset
EEI 14h

5.6.5.5.2 Function

The EEI register provides a bit map for the 32 channels to enable the error interrupt
signal for each channel. The state of any given channel's error interrupt enable is directly
affected by writes to this register; it is also affected by writes to the SEEI and CEEL
These registers are provided so that the error interrupt enable for a single channel can
easily be modified without the need to perform a read-modify-write sequence to the EEI
register.
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The DMA error indicator and the error interrupt enable flag must be asserted before an
error interrupt request for a given channel is asserted to the interrupt controller.

5.6.5.5.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R — o o) o] N~ © 0 < [+¢] o — o (<)) © N~ ©
[S2) 2] Al Al A Al Q QY A Al A A - - - s
W L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R [To) < ™ (o] — o
= = = = = = w w w w w w w w w w
W H m H m H m wo (W (WU~ (WO (W |Wg (WM (W |W~ (o
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5.6.5.5.4 Fields

Field Function
31 Enable Error Interrupt 31
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI31 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
30 Enable Error Interrupt 30
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI30 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
29 Enable Error Interrupt 29
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI29 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
28 Enable Error Interrupt 28
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI28 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
27 Enable Error Interrupt 27
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI27 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
26 Enable Error Interrupt 26
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI26 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
25 Enable Error Interrupt 25
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI25 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
24 Enable Error Interrupt 24
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI24 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
23 Enable Error Interrupt 23
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI23 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
22 Enable Error Interrupt 22

Table continues on the next page...
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Field Function
EEI22 Ob - The error signal for corresponding channel does not generate an error interrupt
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
21 Enable Error Interrupt 21
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI21 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
20 Enable Error Interrupt 20
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI20 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
19 Enable Error Interrupt 19
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI19 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
18 Enable Error Interrupt 18
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI18 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
17 Enable Error Interrupt 17
Ob - The error signal for corresponding channel does not generate an error interrupt
EEN7 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
16 Enable Error Interrupt 16
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI16 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
15 Enable Error Interrupt 15
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI15 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
14 Enable Error Interrupt 14
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI14 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
13 Enable Error Interrupt 13
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI3 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
12 Enable Error Interrupt 12
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI12 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
11 Enable Error Interrupt 11
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI11 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
10 Enable Error Interrupt 10
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI10 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
9 Enable Error Interrupt 9
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI9 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
8 Enable Error Interrupt 8
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI8 . ) : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
7 Enable Error Interrupt 7
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI7 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
6 Enable Error Interrupt 6
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI6 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request

Table continues on the next page...
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Field Function
5 Enable Error Interrupt 5
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI5 . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
4 Enable Error Interrupt 4
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI4 . . : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
3 Enable Error Interrupt 3
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI3 . . - .
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
2 Enable Error Interrupt 2
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI2 . . ) :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
1 Enable Error Interrupt 1
Ob - The error signal for corresponding channel does not generate an error interrupt
EEI . . - :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request
0 Enable Error Interrupt O
Ob - The error signal for corresponding channel does not generate an error interrupt
EEIO . . : :
1b - The assertion of the error signal for corresponding channel generates an error interrupt request

5.6.5.6 Clear Enable Error Interrupt Register (CEEI)

5.6.5.6.1 Offset

Register Offset
CEEI 18h

5.6.5.6.2 Function

The CEEI provides a simple memory-mapped mechanism to clear a given bit in the EEI
to disable the error interrupt for a given channel. The data value on a register write causes
the corresponding bit in the EEI to be cleared. Setting the CAEE bit provides a global
clear function, forcing the EEI contents to be cleared, disabling all DMA request inputs.

If the NOP bit is set, the command 1s ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.
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5.6.5.6.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
[a
W (o) E o ﬁ
=z Oouw O -
Reset 0 0 0 0 | 0 0 0 0

5.6.5.6.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Clear All Enable Error Interrupts
CAEE Ob - Clear only the EEI bit specified in the CEEI field
1b - Clear all bits in EEI
5 Reserved
4-0 Clear Enable Error Interrupt
CEEl Clears the corresponding bit in EEI

5.6.5.7 Set Enable Error Interrupt Register (SEEI)

5.6.5.7.1 Offset

Register Offset
SEEI 19h

5.6.5.7.2 Function

The SEEI provides a simple memory-mapped mechanism to set a given bit in the EEI to
enable the error interrupt for a given channel. The data value on a register write causes
the corresponding bit in the EEI to be set. Setting the SAEE bit provides a global set
function, forcing the entire EEI contents to be set.
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If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.

5.6.5.7.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
o w
w (@] o w —
Z 5) w o uw
Reset 0 0 0 0 | 0 0 0 0

5.6.5.7.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Sets All Enable Error Interrupts
SAEE Ob - Set only the EEI bit specified in the SEEI field.
1b - Sets all bits in EEI
5 Reserved
4-0 Set Enable Error Interrupt
SEEI Sets the corresponding bit in EEI

5.6.5.8 Clear Enable Request Register (CERQ)

5.6.5.8.1 Offset

Register Offset
CERQ 1Ah
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5.6.5.8.2 Function

The CERQ provides a simple memory-mapped mechanism to clear a given bit in the
ERQ to disable the DMA request for a given channel. The data value on a register write
causes the corresponding bit in the ERQ to be cleared. Setting the CAER bit provides a
global clear function, forcing the entire contents of the ERQ to be cleared, disabling all
DMA request inputs.

If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.
NOTE

Disable a channel's hardware service request at the source
before clearing the channel's ERQ bit.

5.6.5.8.3 Diagram

Bits 7 6 5 4 3 2 1 0
R o o o
o g
o
w () g o E
z $) O
Reset 0 0 0 0 0 0 0 0

5.6.5.8.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Clear All Enable Requests
CAER 0b - Clear only the ERQ bit specified in the CERQ field
1b - Clear all bits in ERQ
5 Reserved
4-0 Clear Enable Request
CERQ Clears the corresponding bit in ERQ.
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5.6.5.9 Set Enable Request Register (SERQ)

5.6.5.9.1 Offset

Register Offset
SERQ 1Bh

5.6.5.9.2 Function

The SERQ provides a simple memory-mapped mechanism to set a given bit in the ERQ
to enable the DMA request for a given channel. The data value on a register write causes
the corresponding bit in the ERQ to be set. Setting the SAER bit provides a global set
function, forcing the entire contents of ERQ to be set.

If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.

5.6.5.9.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
o
W (o) w o o
> & ® o
Reset 0 0 0 0 | 0 0 0 0

5.6.5.9.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Set All Enable Requests
SAER Ob - Set only the ERQ bit specified in the SERQ field
1b - Set all bits in ERQ
5 Reserved

Table continues on the next page...
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Field Function
4-0 Set Enable Request
SERQ Sets the corresponding bit in ERQ.

5.6.5.10 Clear DONE Status Bit Register (CDNE)

5.6.5.10.1 Offset

Register Offset
CDNE 1Ch

5.6.5.10.2 Function

The CDNE provides a simple memory-mapped mechanism to clear the DONE bit in the
TCD of the given channel. The data value on a register write causes the DONE bit in the
corresponding transfer control descriptor to be cleared. Setting the CADN bit provides a
global clear function, forcing all DONE bits to be cleared.

If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.

5.6.5.10.3 Diagram

Bits 7 6 5 4 3 2 1 0
R o o o
z L
w18 2 s 2
=2 ) O

Reset 0 0 0 0 0 0 0 0

5.6.5.10.4 Fields

Field Function
7 No Op enable

Table continues on the next page...
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Field Function
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Clears All DONE Bits
CADN 0b - Clears only the TCDn_CSR[DONE] bit specified in the CDNE field
1b - Clears all bits in TCDn_CSR[DONE]
5 Reserved
4-0 Clear DONE Bit

CDNE Clears the corresponding bit in TCDn_CSR[DONE]

5.6.5.11 Set START Bit Register (SSRT)

5.6.5.11.1 Offset

Register Offset
SSRT 1Dh

5.6.5.11.2 Function

The SSRT provides a simple memory-mapped mechanism to set the START bit in the
TCD of the given channel. The data value on a register write causes the START bit in the
corresponding transfer control descriptor to be set. Setting the SAST bit provides a global
set function, forcing all START bits to be set.

If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.

5.6.5.11.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
o
w o 2 o &
zZ N+ N+
Reset 0 0 0 0 | 0 0 0 0
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5.6.5.11.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Set All START Bits (activates all channels)
SAST 0Ob - Set only the TCDn_CSR[START] bit specified in the SSRT field
1b - Set all bits in TCDn_CSR[START]
5 Reserved
4-0 Set START Bit
SSRT Sets the corresponding bit in TCDn_CSR[START]

5.6.5.12 Clear Error Register (CERR)

5.6.5.12.1 Offset

Register Offset
CERR 1Eh

5.6.5.12.2 Function

The CERR provides a simple memory-mapped mechanism to clear a given bit in the ERR
to disable the error condition flag for a given channel. The given value on a register write
causes the corresponding bit in the ERR to be cleared. Setting the CAEI bit provides a
global clear function, forcing the ERR contents to be cleared, clearing all channel error
indicators. If the NOP bit is set, the command is ignored. This allows you to write
multiple-byte registers as a 32-bit word. Reads of this register return all zeroes.

5.6.5.12.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
o —
W o) < o 0
b4 (@] (G}
Reset 0 0 0 0 0 0 0 0
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5.6.5.12.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation

1b - No operation, ignore the other bits in this register

6 Clear All Error Indicators
Ob - Clear only the ERR bit specified in the CERR field

CAEl 1b - Clear all bits in ERR
5 Reserved
4-0 Clear Error Indicator
CERR Clears the corresponding bit in ERR

5.6.5.13 Clear Interrupt Request Register (CINT)

5.6.5.13.1 Offset

Register Offset
CINT 1Fh

5.6.5.13.2 Function

The CINT provides a simple, memory-mapped mechanism to clear a given bit in the INT
to disable the interrupt request for a given channel. The given value on a register write
causes the corresponding bit in the INT to be cleared. Setting the CAIR bit provides a
global clear function, forcing the entire contents of the INT to be cleared, disabling all
DMA interrupt requests.

If the NOP bit is set, the command is ignored. This allows you to set a single, byte-wide
register with a 32-bit write while not affecting the other registers addressed in the write.
In such a case the other three bytes of the word would all have their NOP bit set so that

that these register will not be affected by the write.

Reads of this register return all zeroes.
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5.6.5.13.3 Diagram

Bits 7 6 5 4 | 3 2 1 0
R o o o
o o [
w o = o Z
p S o

Reset 0 0 0 0 | 0 0 0 0

5.6.5.13.4 Fields

Field Function
7 No Op enable
NOP Ob - Normal operation
1b - No operation, ignore the other bits in this register
6 Clear All Interrupt Requests
CAIR Ob - Clear only the INT bit specified in the CINT field
1b - Clear all bits in INT
5 Reserved
4-0 Clear Interrupt Request
CINT Clears the corresponding bit in INT

5.6.5.14 Interrupt Request Register (INT)

5.6.5.14.1 Offset

Register Offset
INT 24h

5.6.5.14.2 Function

The INT register provides a bit map for the 32 channels signaling the presence of an
interrupt request for each channel. Depending on the appropriate bit setting in the
transfer-control descriptors, the eDMA engine generates an interrupt on data transfer
completion. The outputs of this register are directly routed to the interrupt controller.
During the interrupt-service routine associated with any given channel, it is the software's
responsibility to clear the appropriate bit, negating the interrupt request. Typically, a
write to the CINT register in the interrupt service routine is used for this purpose.
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The state of any given channel's interrupt request is directly affected by writes to this
register; it is also affected by writes to the CINT register. On writes to INT, a 1 in any bit
position clears the corresponding channel's interrupt request. A zero in any bit position
has no affect on the corresponding channel's current interrupt status. The CINT register is
provided so the interrupt request for a single channel can easily be cleared without the
need to perform a read-modify-write sequence to the INT register.

5.6.5.14.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
5 18 |8 (8 |8 |8 |8 [ |8 |8 |8 [& |2 |2 |&= |¢
R |E = = = = = = = = = = = = = = =
Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z
W (@) O O O (@] O (@] O (@] O (@] O (@] (@) (@] O
= = = = = = = = = = = = = = = =
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
RIZ IZIZIEIEIZ2 2 B |E (& |8 |8 |2 & |E |2
= = = = = =
z z z z z z Z Z Z Z Z Z Z Z Z Z
W O O O O (@] O (@] O (@] O (@] O (@] O (@] O
= = = = = = = = = = = = = = = =
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5.6.5.14.4 Fields

Field Function
31 Interrupt Request 31
Ob - The interrupt request for corresponding channel is cleared
INT31 . . . .
1b - The interrupt request for corresponding channel is active
30 Interrupt Request 30
Ob - The interrupt request for corresponding channel is cleared
INT30 . . . )
1b - The interrupt request for corresponding channel is active
29 Interrupt Request 29
0b - The interrupt request for corresponding channel is cleared
INT29 . . . )
1b - The interrupt request for corresponding channel is active
28 Interrupt Request 28
Ob - The interrupt request for corresponding channel is cleared
INT28 . . . )
1b - The interrupt request for corresponding channel is active
27 Interrupt Request 27
Ob - The interrupt request for corresponding channel is cleared
INT27 . . . .
1b - The interrupt request for corresponding channel is active
26 Interrupt Request 26
Ob - The interrupt request for corresponding channel is cleared
INT26 . . . )
1b - The interrupt request for corresponding channel is active

Table continues on the next page...
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Field Function
25 Interrupt Request 25
Ob - The interrupt request for corresponding channel is cleared
INT25 . . . .
1b - The interrupt request for corresponding channel is active
24 Interrupt Request 24
Ob - The interrupt request for corresponding channel is cleared
INT24 . . . )
1b - The interrupt request for corresponding channel is active
23 Interrupt Request 23
Ob - The interrupt request for corresponding channel is cleared
INT23 . . . )
1b - The interrupt request for corresponding channel is active
22 Interrupt Request 22
Ob - The interrupt request for corresponding channel is cleared
INT22 . . . .
1b - The interrupt request for corresponding channel is active
21 Interrupt Request 21
Ob - The interrupt request for corresponding channel is cleared
INT21 . . . .
1b - The interrupt request for corresponding channel is active
20 Interrupt Request 20
Ob - The interrupt request for corresponding channel is cleared
INT20 . . . )
1b - The interrupt request for corresponding channel is active
19 Interrupt Request 19
Ob - The interrupt request for corresponding channel is cleared
INT19 . . . )
1b - The interrupt request for corresponding channel is active
18 Interrupt Request 18
INT18 Ob - The interrupt request for corresponding channel is cleared
1b - The interrupt request for corresponding channel is active
17 Interrupt Request 17
Ob - The interrupt request for corresponding channel is cleared
INT17 . . . .
1b - The interrupt request for corresponding channel is active
16 Interrupt Request 16
Ob - The interrupt request for corresponding channel is cleared
INT16 . . . )
1b - The interrupt request for corresponding channel is active
15 Interrupt Request 15
Ob - The interrupt request for corresponding channel is cleared
INT15 . . . )
1b - The interrupt request for corresponding channel is active
14 Interrupt Request 14
Ob - The interrupt request for corresponding channel is cleared
INT14 . . . .
1b - The interrupt request for corresponding channel is active
13 Interrupt Request 13
Ob - The interrupt request for corresponding channel is cleared
INT13 . . . .
1b - The interrupt request for corresponding channel is active
12 Interrupt Request 12
Ob - The interrupt request for corresponding channel is cleared
INT12 . . . )
1b - The interrupt request for corresponding channel is active
11 Interrupt Request 11
Ob - The interrupt request for corresponding channel is cleared
INT11 . . . )
1b - The interrupt request for corresponding channel is active
10 Interrupt Request 10
INT10 Ob - The interrupt request for corresponding channel is cleared
1b - The interrupt request for corresponding channel is active
9 Interrupt Request 9
INT9 Ob - The interrupt request for corresponding channel is cleared

Table continues on the next page...
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Field Function
1b - The interrupt request for corresponding channel is active
8 Interrupt Request 8
Ob - The interrupt request for corresponding channel is cleared
INT8 . . . )
1b - The interrupt request for corresponding channel is active
7 Interrupt Request 7
Ob - The interrupt request for corresponding channel is cleared
INT7 . . . )
1b - The interrupt request for corresponding channel is active
6 Interrupt Request 6
Ob - The interrupt request for corresponding channel is cleared
INT6 . . . .
1b - The interrupt request for corresponding channel is active
5 Interrupt Request 5
Ob - The interrupt request for corresponding channel is cleared
INT5 . . . .
1b - The interrupt request for corresponding channel is active
4 Interrupt Request 4
Ob - The interrupt request for corresponding channel is cleared
INT4 . . . )
1b - The interrupt request for corresponding channel is active
3 Interrupt Request 3
Ob - The interrupt request for corresponding channel is cleared
INT3 . . . )
1b - The interrupt request for corresponding channel is active
2 Interrupt Request 2
Ob - The interrupt request for corresponding channel is cleared
INT2 . . . .
1b - The interrupt request for corresponding channel is active
1 Interrupt Request 1
Ob - The interrupt request for corresponding channel is cleared
INTA . . . .
1b - The interrupt request for corresponding channel is active
0 Interrupt Request 0
Ob - The interrupt request for corresponding channel is cleared
INTO . . . )
1b - The interrupt request for corresponding channel is active

5.6.5.15 Error Register (ERR)

5.6.5.15.1 Offset

Register Offset
ERR 2Ch

5.6.5.15.2 Function

The ERR register provides a bit map for the 32 channels, signaling the presence of an
error for each channel. The eDMA engine signals the occurrence of an error condition by
setting the appropriate bit in this register. The outputs of this register are enabled by the
contents of the EEI register, then logically summed across groups of 16 and 32 channels
to form several group error interrupt requests, which are then routed to the interrupt
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controller. During the execution of the interrupt-service routine associated with any DMA
errors, it is software's responsibility to clear the appropriate bit, negating the error-
interrupt request. Typically, a write to the CERR in the interrupt-service routine is used
for this purpose. The normal DMA channel completion indicators (setting the transfer
control descriptor DONE flag and the possible assertion of an interrupt request) are not
affected when an error is detected.

The contents of this register can also be polled because a non-zero value indicates the
presence of a channel error regardless of the state of the EEI fields. The state of any given
channel's error indicators is affected by writes to this register; it is also affected by writes
to the CERR. On writes to the ERR, a one in any bit position clears the corresponding
channel's error status. A zero in any bit position has no affect on the corresponding
channel's current error status. The CERR is provided so the error indicator for a single
channel can easily be cleared.

5.6.5.15.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
™ ™ ] Al ] Al ] Al ] ] ] Al — ~— — —

R o o o o o o o o o o o o o o o o
o o o o o o o o o o o o o o o o
W+~ |Wo |[Woe |WWoo (W~ W (W (W (W (W |W~ [Wo |Woe |Woo (W~ |Wo

W O O O O (@] O (@] O (@] O (@] O (@] O O O
= = = = = = = = = = = = = = = =

o
o
o
o
o
o
o
o
o
o
o
o
o
o
o
o

Reset

Bts 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
r g \z g |z |lg |l | |2 |z |z |z |z |z |z |x

R |Z |£ £ £ |2 £ ¢ | | | | | | | | |
Ww s W | | WMo |Woe ([Wo W~ Wo W |Us (We |Wo (W |Wo

wle e [ |o e |e |o |0 | o |o |o |o |0 |o |o
2 2 2 2 2 2 12 2 |52 2 |z |2 |z |1z = |5

Reset 0 0 0 0 0

o
o
o
o
o
o
o
o
o
o
o

5.6.5.15.4 Fields

Field Function
31 Error In Channel 31
ERR31 Ob - An error in this channel has not occurred

1b - An error in this channel has occurred

30 Error In Channel 30
ERR30 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred

29 Error In Channel 29
0b - An error in this channel has not occurred

Table continues on the next page...
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Field Function
ERR29 1b - An error in this channel has occurred
28 Error In Channel 28
ERR28 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
27 Error In Channel 27
ERR27 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
26 Error In Channel 26
ERR26 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
25 Error In Channel 25
ERR25 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
24 Error In Channel 24
ERR24 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
23 Error In Channel 23
ERR23 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
22 Error In Channel 22
ERR22 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
21 Error In Channel 21
ERR21 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
20 Error In Channel 20
ERR20 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
19 Error In Channel 19
ERR19 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
18 Error In Channel 18
ERR18 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
17 Error In Channel 17
ERR1{7 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
16 Error In Channel 16
ERR16 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
15 Error In Channel 15
ERR15 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
14 Error In Channel 14
ERR14 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
13 Error In Channel 13
ERR13 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
12 Error In Channel 12

Table continues on the next page...
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Field Function
ERR12 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
11 Error In Channel 11
ERR11 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
10 Error In Channel 10
ERR10 0b - An error in this channel has not occurred
1b - An error in this channel has occurred
9 Error In Channel 9
ERR9 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
8 Error In Channel 8
ERR8 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
7 Error In Channel 7
ERR7 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
6 Error In Channel 6
ERR6 0b - An error in this channel has not occurred
1b - An error in this channel has occurred
5 Error In Channel 5
ERR5 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
4 Error In Channel 4
ERR4 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
3 Error In Channel 3
ERR3 Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
2 Error In Channel 2
ERR2 0b - An error in this channel has not occurred
1b - An error in this channel has occurred
1 Error In Channel 1
ERR1 0Ob - An error in this channel has not occurred
1b - An error in this channel has occurred
0 Error In Channel 0
ERRO Ob - An error in this channel has not occurred
1b - An error in this channel has occurred

5.6.5.16 Hardware Request Status Register (HRS)

5.6.5.16.1 Offset

Register Offset
HRS 34h
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5.6.5.16.2 Function

The HRS register provides a bit map for the DMA channels, signaling the presence of a
hardware request for each channel. The hardware request status bits reflect the current
state of the register and qualified (via the ERQ fields) DMA request signals as seen by
the DMA's arbitration logic. This view into the hardware request signals may be used for
debug purposes.

NOTE

These bits reflect the state of the request as seen by the
arbitration logic. Therefore, this status is affected by the ERQ
bits.

5.6.5.16.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
— o (o] [oe] I~ (o] [Te] < [e2] A — o (o)) [ee] N~ ©
[s2] [s2] A Al o] Al o] Al o] Al o] Al — — — —
R n n )] n )] n )] n )] n ()] n ()] n n n
o o o o o o o o o o o o o o o o
T I T I T I T I T I T I T T I T
w

Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[to) < ™ a — o

RIZ |2 |2 |2 |2 |2 (2 |2 |2 |2 (2 |2 |2 |2 |g |2
T T T T T T Io [T I~ | T [T | It | T | T | I+ |To

w

o
o
o
o

Reset 0 0 0 0 0 0 0 0 0 0 0 0

5.6.5.16.4 Fields

Field Function
31 Hardware Request Status Channel 31
HRS31 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is

Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 31 is not present

1b - A hardware service request for channel 31 is present

30 Hardware Request Status Channel 30

HRS30 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 30 is not present

1b - A hardware service request for channel 30 is present

Table continues on the next page...
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Field Function
29 Hardware Request Status Channel 29
HRS29 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is

Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 29 is not preset

1b - A hardware service request for channel 29 is present

28 Hardware Request Status Channel 28

HRS28 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 28 is not present

1b - A hardware service request for channel 28 is present

27 Hardware Request Status Channel 27

HRS27 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 27 is not present

1b - A hardware service request for channel 27 is present

26 Hardware Request Status Channel 26

HRS26 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 26 is not present

1b - A hardware service request for channel 26 is present

25 Hardware Request Status Channel 25

HRS25 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 25 is not present

1b - A hardware service request for channel 25 is present

24 Hardware Request Status Channel 24

HRS24 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 24 is not present

1b - A hardware service request for channel 24 is present

23 Hardware Request Status Channel 23

HRS23 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 23 is not present

1b - A hardware service request for channel 23 is present

22 Hardware Request Status Channel 22

HRS22 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 22 is not present

1b - A hardware service request for channel 22 is present

21 Hardware Request Status Channel 21

Table continues on the next page...
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Field Function

HRS21 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 21 is not present

1b - A hardware service request for channel 21 is present

20 Hardware Request Status Channel 20

HRS20 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 20 is not present

1b - A hardware service request for channel 20 is present

19 Hardware Request Status Channel 19

HRS19 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 19 is not present

1b - A hardware service request for channel 19 is present

18 Hardware Request Status Channel 18

HRS18 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 18 is not present

1b - A hardware service request for channel 18 is present

17 Hardware Request Status Channel 17

HRS17 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 17 is not present

1b - A hardware service request for channel 17 is present

16 Hardware Request Status Channel 16

HRS16 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 16 is not present

1b - A hardware service request for channel 16 is present

15 Hardware Request Status Channel 15

HRS15 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 15 is not present

1b - A hardware service request for channel 15 is present

14 Hardware Request Status Channel 14

HRS14 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 14 is not present

1b - A hardware service request for channel 14 is present

13 Hardware Request Status Channel 13
HRS13

Table continues on the next page...
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The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 13 is not present

1b - A hardware service request for channel 13 is present

12 Hardware Request Status Channel 12

HRS12 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 12 is not present

1b - A hardware service request for channel 12 is present

11 Hardware Request Status Channel 11

HRS11 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 11 is not present

1b - A hardware service request for channel 11 is present

10 Hardware Request Status Channel 10

HRS10 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 10 is not present

1b - A hardware service request for channel 10 is present

9 Hardware Request Status Channel 9

HRS9 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 9 is not present

1b - A hardware service request for channel 9 is present

8 Hardware Request Status Channel 8

HRS8 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 8 is not present

1b - A hardware service request for channel 8 is present

7 Hardware Request Status Channel 7

HRS7 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 7 is not present

1b - A hardware service request for channel 7 is present

6 Hardware Request Status Channel 6

HRS6 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 6 is not present

1b - A hardware service request for channel 6 is present

5 Hardware Request Status Channel 5
HRS5
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Field Function

The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 5 is not present

1b - A hardware service request for channel 5 is present

4 Hardware Request Status Channel 4

HRS4 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 4 is not present

1b - A hardware service request for channel 4 is present

3 Hardware Request Status Channel 3

HRS3 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 3 is not present

1b - A hardware service request for channel 3 is present

2 Hardware Request Status Channel 2

HRS2 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 2 is not present

1b - A hardware service request for channel 2 is present

1 Hardware Request Status Channel 1

HRSH1 The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 1 is not present

1b - A hardware service request for channel 1 is present

0 Hardware Request Status Channel 0

HRSO The HRS bit for its respective channel remains asserted for the period when a Hardware Request is
Present on the Channel. After the Request is completed and Channel is free, the HRS bit is automatically
cleared by hardware.

Ob - A hardware service request for channel 0 is not present

1b - A hardware service request for channel 0 is present

5.6.5.17 Enable Asynchronous Request in Stop Register (EARS)

5.6.5.17.1 Offset

Register Offset
EARS 44h
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5.6.5.17.2 Function
The EARS register is used to enable or disable the DMA requests in Enable Request

Register (ERQ) by AND'ing the bits of these two registers.

5.6.5.17.3 Diagram

Table continues on the next page...
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Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Rl (8 18 |8 |8 |& [& [ [ [8 |5 |8 |2 [=2 [&= |¢©
| | | | | | | | | | | | | | | |
g e} g g g g g g g g e} g e} g e} g
w | | | | | | | | | L w | | | w
W | o o o o o o o o o o o o o o o
a a a a a a a a a a [a) a a a a a
w w w w w w w w w w L w w w w w
Reset 0O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R o < ™ A - o
'-, 7 - "| N ~ | | | | | | | | | |
g g ¢ g |g |¢g (& |&@ (@ (@ (& [@ |@ [& |8 |&
o) a o) a o ) a a a a a a a a a a
o m o o o o Wo (W (W~ |[Wo |Ww (UWe |[We W (W~ |Wo
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5.6.5.17.4 Fields
Field Function
31 Enable asynchronous DMA request in stop mode for channel 31
EDREQ 31 Ob - Disable asynchronous DMA request for channel 31
- 1b - Enable asynchronous DMA request for channel 31
30 Enable asynchronous DMA request in stop mode for channel 30
EDREQ 30 Ob - Disable asynchronous DMA request for channel 30
- 1b - Enable asynchronous DMA request for channel 30
29 Enable asynchronous DMA request in stop mode for channel 29
EDREQ 29 Ob - Disable asynchronous DMA request for channel 29
- 1b - Enable asynchronous DMA request for channel 29
28 Enable asynchronous DMA request in stop mode for channel 28
EDREQ 28 Ob - Disable asynchronous DMA request for channel 28
- 1b - Enable asynchronous DMA request for channel 28
27 Enable asynchronous DMA request in stop mode for channel 27
EDREQ 27 Ob - Disable asynchronous DMA request for channel 27
- 1b - Enable asynchronous DMA request for channel 27
26 Enable asynchronous DMA request in stop mode for channel 26
EDREQ 26 Ob - Disable asynchronous DMA request for channel 26
- 1b - Enable asynchronous DMA request for channel 26
25 Enable asynchronous DMA request in stop mode for channel 25
EDREQ 25 Ob - Disable asynchronous DMA request for channel 25
- 1b - Enable asynchronous DMA request for channel 25
24 Enable asynchronous DMA request in stop mode for channel 24
Ob - Disable asynchronous DMA request for channel 24
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Field Function
EDREQ_24 1b - Enable asynchronous DMA request for channel 24
23 Enable asynchronous DMA request in stop mode for channel 23
EDREQ 23 Ob - Disable asynchronous DMA request for channel 23
- 1b - Enable asynchronous DMA request for channel 23
22 Enable asynchronous DMA request in stop mode for channel 22
EDREQ 22 Ob - Disable asynchronous DMA request for channel 22
- 1b - Enable asynchronous DMA request for channel 22
21 Enable asynchronous DMA request in stop mode for channel 21
EDREQ 21 Ob - Disable asynchronous DMA request for channel 21
- 1b - Enable asynchronous DMA request for channel 21
20 Enable asynchronous DMA request in stop mode for channel 20
EDREQ 20 Ob - Disable asynchronous DMA request for channel 20
- 1b - Enable asynchronous DMA request for channel 20
19 Enable asynchronous DMA request in stop mode for channel 19
EDREQ 19 Ob - Disable asynchronous DMA request for channel 19
- 1b - Enable asynchronous DMA request for channel 19
18 Enable asynchronous DMA request in stop mode for channel 18
EDREQ 18 Ob - Disable asynchronous DMA request for channel 18
- 1b - Enable asynchronous DMA request for channel 18
17 Enable asynchronous DMA request in stop mode for channel 17
EDREQ 17 Ob - Disable asynchronous DMA request for channel 17
- 1b - Enable asynchronous DMA request for channel 17
16 Enable asynchronous DMA request in stop mode for channel 16
EDREQ 16 Ob - Disable asynchronous DMA request for channel 16
- 1b - Enable asynchronous DMA request for channel 16
15 Enable asynchronous DMA request in stop mode for channel 15
EDREQ 15 Ob - Disable asynchronous DMA request for channel 15.
- 1b - Enable asynchronous DMA request for channel 15.
14 Enable asynchronous DMA request in stop mode for channel 14
EDREQ 14 Ob - Disable asynchronous DMA request for channel 14.
- 1b - Enable asynchronous DMA request for channel 14.
13 Enable asynchronous DMA request in stop mode for channel 13
EDREQ 13 Ob - Disable asynchronous DMA request for channel 13.
- 1b - Enable asynchronous DMA request for channel 13.
12 Enable asynchronous DMA request in stop mode for channel 12
EDREQ 12 Ob - Disable asynchronous DMA request for channel 12.
- 1b - Enable asynchronous DMA request for channel 12.
11 Enable asynchronous DMA request in stop mode for channel 11
EDREQ 11 Ob - Disable asynchronous DMA request for channel 11.
- 1b - Enable asynchronous DMA request for channel 11.
10 Enable asynchronous DMA request in stop mode for channel 10
EDREQ 10 Ob - Disable asynchronous DMA request for channel 10.
- 1b - Enable asynchronous DMA request for channel 10.
9 Enable asynchronous DMA request in stop mode for channel 9
EDREQ 9 Ob - Disable asynchronous DMA request for channel 9.
- 1b - Enable asynchronous DMA request for channel 9.
8 Enable asynchronous DMA request in stop mode for channel 8
EDREQ 8 Ob - Disable asynchronous DMA request for channel 8.
- 1b - Enable asynchronous DMA request for channel 8.
7 Enable asynchronous DMA request in stop mode for channel 7

Table continues on the next page...
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Field Function

EDREQ_7 Ob - Disable asynchronous DMA request for channel 7.
1b - Enable asynchronous DMA request for channel 7.

6 Enable asynchronous DMA request in stop mode for channel 6
EDREQ 6 Ob - Disable asynchronous DMA request for channel 6.
- 1b - Enable asynchronous DMA request for channel 6.

5 Enable asynchronous DMA request in stop mode for channel 5
EDREQ 5 Ob - Disable asynchronous DMA request for channel 5.
- 1b - Enable asynchronous DMA request for channel 5.

4 Enable asynchronous DMA request in stop mode for channel 4
EDREQ 4 Ob - Disable asynchronous DMA request for channel 4.
- 1b - Enable asynchronous DMA request for channel 4.

3 Enable asynchronous DMA request in stop mode for channel 3.
EDREQ 3 Ob - Disable asynchronous DMA request for channel 3.
- 1b - Enable asynchronous DMA request for channel 3.

2 Enable asynchronous DMA request in stop mode for channel 2.
EDREQ 2 Ob - Disable asynchronous DMA request for channel 2.
- 1b - Enable asynchronous DMA request for channel 2.

1 Enable asynchronous DMA request in stop mode for channel 1.
EDREQ 1 Ob - Disable asynchronous DMA request for channel 1
- 1b - Enable asynchronous DMA request for channel 1.

0 Enable asynchronous DMA request in stop mode for channel 0.
EDREQ 0 Ob - Disable asynchronous DMA request for channel 0.
- 1b - Enable asynchronous DMA request for channel 0.

5.6.5.18 Channel Priority Register (DCHPRIO - DCHPRI31)

5.6.5.18.1 Offset

Register Offset
DCHPRI3 100h
DCHPRI2 101h
DCHPRI1 102h
DCHPRIO 103h
DCHPRI7 104h
DCHPRI6 105h
DCHPRI5 106h
DCHPRI4 107h
DCHPRI11 108h
DCHPRI10 109h
DCHPRI9 10Ah
DCHPRI8 10Bh
DCHPRI15 10Ch

Table continues on the next page...
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Register Offset
DCHPRI14 10Dh
DCHPRI13 10Eh
DCHPRI12 10Fh
DCHPRI19 110h
DCHPRI18 111h
DCHPRI17 112h
DCHPRI16 113h
DCHPRI23 114h
DCHPRI22 115h
DCHPRI21 116h
DCHPRI20 117h
DCHPRI27 118h
DCHPRI26 119h
DCHPRI25 11Ah
DCHPRI24 11Bh
DCHPRI31 11Ch
DCHPRI30 11Dh
DCHPRI29 11Eh
DCHPRI28 11Fh

5.6.5.18.2 Function

When fixed-priority channel arbitration is enabled (CR[ERCA] = 0), the contents of these
registers define the unique priorities associated with each channel within a group. The
channel priorities are evaluated by numeric value; for example, O is the lowest priority, 1
is the next higher priority, then 2, 3, etc. Software must program the channel priorities
with unique values; otherwise, a configuration error is reported. The range of the priority
value is limited to the values of O through 15. When read, the GRPPRI bits of the
DCHPRIn register reflect the current priority level of the group of channels in which the
corresponding channel resides. GRPPRI bits are not affected by writes to the DCHPRIn
registers. The group priority is assigned in the DMA control register.

5.6.5.18.3 Diagram

DPA

GRPPRI

CHPRI

Bits 7
R
ECP
w
See
Reset Register

reset values.
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5.6.5.18.4 Register reset values

Register Reset value
DCHPRIO 00h
DCHPRI1 01h
DCHPRI2 02h
DCHPRI3 03h
DCHPRI4 04h
DCHPRI5 05h
DCHPRI6 06h
DCHPRI7 07h
DCHPRI8 08h
DCHPRI9 09h
DCHPRI10 0Ah
DCHPRI11 0Bh
DCHPRI12 0Ch
DCHPRI13 0Dh
DCHPRI14 OEh
DCHPRI15 OFh
DCHPRI16 10h
DCHPRI17 11h
DCHPRI18 12h
DCHPRI19 13h
DCHPRI20 14h
DCHPRI21 15h
DCHPRI22 16h
DCHPRI23 17h
DCHPRI24 18h
DCHPRI25 19h
DCHPRI26 1Ah
DCHPRI27 1Bh
DCHPRI28 1Ch
DCHPRI29 1Dh
DCHPRI30 1Eh
DCHPRI31 1Fh
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5.6.5.18.5 Fields

Field Function

7 Enable Channel Preemption. This field resets to 0.
ECP Ob - Channel n cannot be suspended by a higher priority channel's service request.
1b - Channel n can be temporarily suspended by the service request of a higher priority channel.

6 Disable Preempt Ability. This field resets to 0.
Ob - Channel n can suspend a lower priority channel.

DPA 1b - Channel n cannot suspend any channel, regardless of channel priority.
5-4 Channel n Current Group Priority
GRPPRI Group priority assigned to this channel group when fixed-priority arbitration is enabled. This field is read-
only; writes are ignored.
3-0 Channel n Arbitration Priority
CHPRI Channel priority when fixed-priority arbitration is enabled

5.6.5.19 TCD Source Address (TCD0_SADDR - TCD31_SADDR)

5.6.5.19.1 Offset

Forn =0 to 31:
Register Offset
TCDn_SADDR 1000h + (n x 20h)

5.6.5.19.2 Function

This register contains the source address of the transfer.

5.6.5.19.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R
SADDR
W
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 0
R
SADDR
W
Reset U u u u u u u u u u u u u u u u

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
154 NXP Semiconductors




4
Chapter 5 Enhanced Direct Memory Access (eDMA)

5.6.5.19.4 Fields

Field Function
31-0 Source Address

SADDR Memory address pointing to the source data.

5.6.5.20 TCD Signed Source Address Offset (TCDO_SOFF - TCD31_
SOFF)

5.6.5.20.1 Offset
Forn=0to 31:

Register Offset
TCDn_SOFF 1004h + (n x 20h)

5.6.5.20.2 Diagram

Bits 15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 0
R
SOFF
W
Reset u u u u u u u u u u u u u u u u

5.6.5.20.3 Fields

Field Function
15-0 Source address signed offset
SOFF Sign-extended offset applied to the current source address to form the next-state value as each source
read is completed.

5.6.5.21 TCD Transfer Attributes (TCDO_ATTR - TCD31_ATTR)
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5.6.5.21.1 Offset

For n =0 to 31:
Register Offset
TCDn_ATTR 1006h + (n x 20h)

5.6.5.21.2 Diagram

Bits 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
R
W SMOD SSIZE DMOD DSIZE
Reset U u u u u u u u u u u u u u u u

5.6.5.21.3 Fields

Field Function
15-11 Source Address Modulo
SMOD 00000b - Source address modulo feature is disabled

00001-11111b - This value defines a specific address range specified to be the value after SADDR
+ SOFF calculation is performed on the original register value. Setting this field provides the ability
to implement a circular data queue easily. For data queues requiring power-of-2 size bytes, the
queue should start at a 0-modulo-size address and the SMOD field should be set to the appropriate
value for the queue, freezing the desired number of upper address bits. The value programmed into
this field specifies the number of lower address bits allowed to change. For a circular queue
application, the SOFF is typically set to the transfer size to implement post-increment addressing
with the SMOD function constraining the addresses to a 0-modulo-size range.

10-8 Source data transfer size

SSIZE NOTE: Using a Reserved value causes a configuration error.
NOTE: The eDMA defaults to privileged data access for all transactions.
000b - 8-bit
001b - 16-bit
010b - 32-bit
011b - 64-bit
100b - Reserved
101b - 32-byte burst (4 beats of 64 bits)
110b - Reserved
111b - Reserved

7-3 Destination Address Modulo
DMOD See the SMOD definition
2-0 Destination data transfer size

DSIZE See the SSIZE definition

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
156 NXP Semiconductors




4
Chapter 5 Enhanced Direct Memory Access (eDMA)

5.6.5.22 TCD Minor Byte Count (Minor Loop Mapping Disabled)
(TCDO_NBYTES_MLNO - TCD31_NBYTES_MLNO)

5.6.5.22.1 Offset
Forn=0to 31:

Register Offset
TCDn_NBYTES_MLNO |1008h + (n x 20h)

5.6.5.22.2 Function

This register, or one of the next two registers (TCD_NBYTES_MLOFFNO,
TCD_NBYTES_MLOFFYES), defines the number of bytes to transfer per request.
Which register to use depends on whether minor loop mapping is disabled, enabled but
not used for this channel, or enabled and used.

TCD word 2 is defined as follows if:
* Minor loop mapping is disabled (CR[EMLM] = 0)

If minor loop mapping is enabled, see the TCD_NBYTES_MLOFFNO and
TCD_NBYTES_MLOFFYES register descriptions for the definition of TCD word 2.

5.6.5.22.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R
NBYTES
W
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R
NBYTES
W
Reset u u u u u u u u u u u u u u u u

5.6.5.22.4 Fields

Field Function

31-0 Minor Byte Transfer Count
NBYTES
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Field Function

Number of bytes to be transferred in each service request of the channel. As a channel activates, the
appropriate TCD contents load into the eDMA engine, and the appropriate reads and writes perform until
the minor byte transfer count has transferred. This is an indivisible operation and cannot be halted. It can,
however, be stalled by using the bandwidth control field, or via preemption. After the minor count is
exhausted, the SADDR and DADDR values are written back into the TCD memory, the major iteration
count is decremented and restored to the TCD memory. If the major iteration count is completed,
additional processing is performed.

NOTE: An NBYTES value of 0x0000_0000 is interpreted as a 4 GB transfer.

5.6.5.23 TCD Signed Minor Loop Offset (Minor Loop Mapping
Enabled and Offset Disabled) (TCDO_NBYTES_MLOFFNO -
TCD31_NBYTES_MLOFFNO)

5.6.5.23.1 Offset
Forn=0to 31:

Register Offset

TCDn_NBYTES_MLOFF |1008h + (n x 20h)
NO

5.6.5.23.2 Function

One of three registers (this register, TCD_NBYTES_MLNO, or
TCD_NBYTES_MLOFFYES), defines the number of bytes to transfer per request.
Which register to use depends on whether minor loop mapping is disabled, enabled but
not used for this channel, or enabled and used.

TCD word 2 is defined as follows if:

* Minor loop mapping is enabled (CR[EMLM] = 1) and
* SMLOE =0 and DMLOE =0

If minor loop mapping is enabled and SMLOE or DMLOE is set, then refer to the
TCD_NBYTES_MLOFFYES register description. If minor loop mapping is disabled,
then refer to the TCD_NBYTES_MLNO register description.
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5.6.5.23.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R |w L w
(@] O ==
— - >
W (= = m
n [m] ZWw
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R
NBYTES
W
Reset u u u u u u u u u u u u u u u u

5.6.5.23.4 Fields

Field Function
31 Source Minor Loop Offset Enable
SMLOE Selects whether the minor loop offset is applied to the source address upon minor loop completion.

0b - The minor loop offset is not applied to the SADDR
1b - The minor loop offset is applied to the SADDR

30 Destination Minor Loop Offset enable

DMLOE Selects whether the minor loop offset is applied to the destination address upon minor loop completion.
Ob - The minor loop offset is not applied to the DADDR
1b - The minor loop offset is applied to the DADDR

29-0 Minor Byte Transfer Count
NBYTES Number of bytes to be transferred in each service request of the channel.

As a channel activates, the appropriate TCD contents load into the eDMA engine, and the appropriate
reads and writes perform until the minor byte transfer count has transferred. This is an indivisible
operation and cannot be halted. It can, however, be stalled by using the bandwidth control field, or via
preemption. After the minor count is exhausted, the SADDR and DADDR values are written back into the
TCD memory, the major iteration count is decremented and restored to the TCD memory. If the major
iteration count is completed, additional processing is performed.

5.6.5.24 TCD Signed Minor Loop Offset (Minor Loop Mapping and
Offset Enabled) (TCDO_NBYTES_MLOFFYES - TCD31_NB
YTES_MLOFFYES)

5.6.5.24.1 Offset
Forn=0to 31:
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Register Offset

TCDn_NBYTES_MLOFF [1008h + (n x 20h)
YES

5.6.5.24.2 Function

One of three registers (this register, TCD_NBYTES_MLNO, or
TCD_NBYTES_MLOFFNO), defines the number of bytes to transfer per request. Which
register to use depends on whether minor loop mapping is disabled, enabled but not used
for this channel, or enabled and used.

TCD word 2 is defined as follows if:

* Minor loop mapping is enabled (CR[EMLM] = 1) and
* Minor loop offset is enabled (SMLOE or DMLOE = 1)

If minor loop mapping is enabled and SMLOE and DMLOE are cleared, then refer to the
TCD_NBYTES_MLOFFNO register description. If minor loop mapping is disabled, then
refer to the TCD_NBYTES_MLNO register description.

5.6.5.24.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
MERERE
— — O
W = = =
n =) =
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
R
MLOFF NBYTES
W
Reset u u u u u u u u u u u u u u u u

5.6.5.24.4 Fields

Field Function
31 Source Minor Loop Offset Enable
SMLOE Selects whether the minor loop offset is applied to the source address upon minor loop completion.

Ob - The minor loop offset is not applied to the SADDR
1b - The minor loop offset is applied to the SADDR

30 Destination Minor Loop Offset enable

Table continues on the next page...
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Field Function

DMLOE Selects whether the minor loop offset is applied to the destination address upon minor loop completion.
Ob - The minor loop offset is not applied to the DADDR
1b - The minor loop offset is applied to the DADDR

29-10 If SMLOE or DMLOE is set, this field represents a sign-extended offset applied to the source or
MLOFF destination address to form the next-state value after the minor loop completes.
9-0 Minor Byte Transfer Count
NBYTES Number of bytes to be transferred in each service request of the channel.

As a channel activates, the appropriate TCD contents load into the eDMA engine, and the appropriate
reads and writes perform until the minor byte transfer count has transferred. This is an indivisible
operation and cannot be halted. It can, however, be stalled by using the bandwidth control field, or via
preemption. After the minor count is exhausted, the SADDR and DADDR values are written back into the
TCD memory, the major iteration count is decremented and restored to the TCD memory. If the major
iteration count is completed, additional processing is performed.

5.6.5.25 TCD Last Source Address Adjustment (TCDO_SLAST - TCD3
1_SLAST)

5.6.5.25.1 Offset

For n =0 to 31:
Register Offset
TCDn_SLAST 100Ch + (n x 20h)

5.6.5.25.2 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R
SLAST
W
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R
SLAST
W
Reset u u u u u u u u u u u u u u u u
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5.6.5.25.3 Fields

Field Function
31-0 Last Source Address Adjustment
SLAST Adjustment value added to the source address at the completion of the major iteration count. This value

can be applied to restore the source address to the initial value, or adjust the address to reference the
next data structure.

This register uses two's complement notation; the overflow bit is discarded.

5.6.5.26 TCD Destination Address (TCD0_DADDR - TCD31_DADDR)

5.6.5.26.1 Offset

Forn=0to 31:
Register Offset
TCDn_DADDR 1010h + (n x 20h)

5.6.5.26.2 Function

This register contains the destination address of the transfer.

5.6.5.26.3 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R
DADDR
W
Reset U u u u u u u u u u u u u u u u
Bits 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
R
DADDR
W
Reset u u u u u u u u u u u u u u u u

5.6.5.26.4 Fields

Field Function
31-0 Destination Address
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Field Function
DADDR Memory address pointing to the destination data.

5.6.5.27 TCD Signed Destination Address Offset (TCD0_DOFF - TCD3
1_DOFF)

5.6.5.27.1 Offset
Forn=0to 31:

Register Offset
TCDn_DOFF 1014h + (n x 20h)

5.6.5.27.2 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R
DOFF
W
Reset u u u u u u u u u u u u u u u u

5.6.5.27.3 Fields

Field Function
15-0 Destination Address Signed Offset
DOFF Sign-extended offset applied to the current destination address to form the next-state value as each
destination write is completed.

5.6.5.28 TCD Current Minor Loop Link, Major Loop Count (Channel
Linking Disabled) (TCDO_CITER_ELINKNO - TCD31_CITER_
ELINKNO)

5.6.5.28.1 Offset
Forn=0to 31:
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Register

Offset

TCDn_CITER_ELINKNO [1016h + (n x 20h)

5.6.5.28.2 Function

This register contains the minor-loop channel-linking configuration and the channel's
current iteration count. It is the same register as TCD Current Minor Loop Link, Major
Loop Count (Channel Linking Enabled) (TCDO_CITER_ELINKYES - TCD31_CITER_
ELINKYES), but its fields are defined differently based on the state of the ELINK field.
If the ELINK field is cleared, this register is defined as follows.

5.6.5.28.3 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
« o
R [x &
5 =
W @D o
Reset u u u u u u u u u u u u u u u u

5.6.5.28.4 Fields

Field

Function

15
ELINK

Enable channel-to-channel linking on minor-loop complete

As the channel completes the minor loop, this flag enables linking to another channel, defined by the
LINKCH field. The link target channel initiates a channel service request via an internal mechanism that
sets the TCDn_CSR[START] bit of the specified channel.

If channel linking is disabled, the CITER value is extended to 15 bits in place of a link channel number. If
the major loop is exhausted, this link mechanism is suppressed in favor of the MAJORELINK channel
linking.

NOTE: This bit must be equal to the BITER[ELINK] bit; otherwise, a configuration error is reported.
0b - The channel-to-channel linking is disabled
1b - The channel-to-channel linking is enabled

14-0
CITER

Current Major lteration Count

This field is the current major loop count for the channel. It is decremented each time the minor loop is
completed and updated in the transfer control descriptor memory. After the major iteration count is
exhausted, the channel performs a number of operations, for example, final source and destination
address calculations, optionally generating an interrupt to signal channel completion before reloading the
CITER field from the Beginning Iteration Count (BITER) field.

NOTE: When the CITER field is initially loaded by software, it must be set to the same value as that
contained in the BITER field.

NOTE: If the channel is configured to execute a single service request, the initial values of BITER and
CITER should be 0x0001.
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5.6.5.29 TCD Current Minor Loop Link, Major Loop Count (Channel
Linking Enabled) (TCDO_CITER_ELINKYES - TCD31_CITER_
ELINKYES)

5.6.5.29.1 Offset

Forn=0to 31:

Register Offset
TCDn_CITER_ELINKYE [1016h + (n x 20h)
S

5.6.5.29.2 Function

This register contains the minor-loop channel-linking configuration and the channel's
current iteration count. It is the same register as TCD Current Minor Loop Link, Major
Loop Count (Channel Linking Disabled) (TCDO_CITER_ELINKNO - TCD31_CITER_
ELINKNO), but its fields are defined differently based on the state of the ELINK field. If
the ELINK field is set, this register is defined as follows.

5.6.5.29.3 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R |« I o
pa Q L
w | = x =
Ll o P O
3
Reset u u u u u u u u u u u u u u u u

5.6.5.29.4 Fields

Field Function
15 Enable channel-to-channel linking on minor-loop complete
ELINK As the channel completes the minor loop, this flag enables linking to another channel, defined by the

LINKCH field. The link target channel initiates a channel service request via an internal mechanism that
sets the TCDn_CSR[START] bit of the specified channel.

If channel linking is disabled, the CITER value is extended to 15 bits in place of a link channel number. If
the major loop is exhausted, this link mechanism is suppressed in favor of the MAJORELINK channel
linking.

NOTE: This bit must be equal to the BITER[ELINK] bit; otherwise, a configuration error is reported.

Table continues on the next page...
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Field Function

Ob - The channel-to-channel linking is disabled
1b - The channel-to-channel linking is enabled

14 Reserved

13-9 Minor Loop Link Channel Number

LINKCH If channel-to-channel linking is enabled (ELINK = 1), then after the minor loop is exhausted, the eDMA
engine initiates a channel service request to the channel defined by this field by setting that channel's
TCDn_CSR[START] bit.

8-0 Current Major lteration Count

CITER This field is the current major loop count for the channel. It is decremented each time the minor loop is
completed and updated in the transfer control descriptor memory. After the major iteration count is
exhausted, the channel performs a number of operations, for example, final source and destination
address calculations, optionally generating an interrupt to signal channel completion before reloading the
CITER field from the Beginning lteration Count (BITER) field.

NOTE: When the CITER field is initially loaded by software, it must be set to the same value as that
contained in the BITER field.

NOTE: If the channel is configured to execute a single service request, the initial values of BITER and
CITER should be 0x0001.

5.6.5.30 TCD Last Destination Address Adjustment/Scatter Gather
Address (TCDO_DLASTSGA - TCD31_DLASTSGA)

5.6.5.30.1 Offset

Forn =0 to 31:
Register Offset
TCDn_DLASTSGA 1018h + (n x 20h)

5.6.5.30.2 Diagram

Bits 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
R
DLASTSGA
W
Reset u u u u u u u u u u u u u u u u
Bits 15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 0
R
DLASTSGA
W
Reset U u u u u u u u u u u u u u u u

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
166 NXP Semiconductors




4
Chapter 5 Enhanced Direct Memory Access (eDMA)

5.6.5.30.3 Fields

Field Function
31-0 DLASTSGA

DLASTSGA |Destination last address adjustment or the memory address for the next transfer control descriptor to be
loaded into this channel (scatter/gather).

If (TCDNn_CSRI[ESG] = 0) then:

¢ Adjustment value added to the destination address at the completion of the major iteration count.
This value can apply to restore the destination address to the initial value or adjust the address to
reference the next data structure.

¢ This field uses two's complement notation for the final destination address adjustment.

Otherwise:

* This address points to the beginning of a 0-modulo-32-byte region containing the next transfer
control descriptor to be loaded into this channel. This channel reload is performed as the major
iteration count completes. The scatter/gather address must be 0-modulo-32-byte, otherwise a
configuration error is reported.

5.6.5.31 TCD Control and Status (TCDO_CSR - TCD31_CSR)

5.6.5.31.1 Offset

Forn=0to 31:
Register Offset
TCDn_CSR 101Ch + (n x 20h)

5.6.5.31.2 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
I w L
R g z | |2 L
o z a Q2 |m g 12 |9 |&
= = < i o T < <
om o e) wo o = = =
o &) S = E »
W o 2 o < = P
= s =
Reset u u u u u u u u u u u u u u u u
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5.6.5.31.3

Fields

Field

Function

15-14
BWC

Bandwidth Control

Throttles the amount of bus bandwidth consumed by the eDMA. Generally, as the eDMA processes the
minor loop, it continuously generates read/write sequences until the minor count is exhausted. This field
forces the eDMA to stall after the completion of each read/write access to control the bus request
bandwidth seen by the crossbar switch.

NOTE: If the source and destination sizes are equal, this field is ignored between the first and second
transfers and after the last write of each minor loop. This behavior is a side effect of reducing
start-up latency.

00b - No eDMA engine stalls.

01b - Reserved

10b - eDMA engine stalls for 4 cycles after each R/W.
11b - eDMA engine stalls for 8 cycles after each R/W.

13

Reserved

12-8
MAJORLINKCH

Major Loop Link Channel Number
If (MAJORELINK = 0) then:

* No channel-to-channel linking, or chaining, is performed after the major loop counter is exhausted.

Otherwise:

» After the major loop counter is exhausted, the eDMA engine initiates a channel service request at
the channel defined by this field by setting that channel's TCDn_CSR[START] bit.

7 Channel Done
DONE This flag indicates the eDMA has completed the major loop. The eDMA engine sets it as the CITER count
reaches zero. The software clears it, or the hardware when the channel is activated.
NOTE: This bit must be cleared to write the MAJORELINK or ESG bits.
6 Channel Active
ACTIVE This flag signals the channel is currently in execution. It is set when channel service begins, and is
cleared by the eDMA as the minor loop completes or when any error condition is detected.
5 Enable channel-to-channel linking on major loop complete
MAJORELINK |As the channel completes the major loop, this flag enables the linking to another channel, defined by
MAJORLINKCH. The link target channel initiates a channel service request via an internal mechanism
that sets the TCDn_CSR[START] bit of the specified channel.
NOTE: To support the dynamic linking coherency model, this field is forced to zero when written to while
the TCDn_CSR[DONE] bit is set.
Ob - The channel-to-channel linking is disabled.
1b - The channel-to-channel linking is enabled.
4 Enable Scatter/Gather Processing
ESG As the channel completes the major loop, this flag enables scatter/gather processing in the current

channel. If enabled, the eDMA engine uses DLASTSGA as a memory pointer to a 0-modulo-32 address
containing a 32-byte data structure loaded as the transfer control descriptor into the local memory.

NOTE: To support the dynamic scatter/gather coherency model, this field is forced to zero when written
to while the TCDn_CSR[DONE] bit is set.
Ob - The current channel's TCD is normal format.
1b - The current channel's TCD specifies a scatter gather format. The DLASTSGA field provides a
memory pointer to the next TCD to be loaded into this channel after the major loop completes its
execution.

Table continues on the next page...
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Field Function
3 Disable Request
DREQ If this flag is set, the eDMA hardware automatically clears the corresponding ERQ bit when the current

major iteration count reaches zero.
Ob - The channel's ERQ bit is not affected.
1b - The channel's ERQ bit is cleared when the major loop is complete.

2 Enable an interrupt when major counter is half complete.

INTHALF If this flag is set, the channel generates an interrupt request by setting the appropriate bit in the INT
register when the current major iteration count reaches the halfway point. Specifically, the comparison
performed by the eDMA engine is (CITER == (BITER >> 1)). This halfway point interrupt request is
provided to support double-buffered, also known as ping-pong, schemes or other types of data movement
where the processor needs an early indication of the transfer's progress.

NOTE: If BITER = 1, do not use INTHALF. Use INTMAJOR instead.
Ob - The half-point interrupt is disabled.
1b - The half-point interrupt is enabled.

1 Enable an interrupt when major iteration count completes.

INTMAJOR |If this flag is set, the channel generates an interrupt request by setting the appropriate bit in the INT when
the current major iteration count reaches zero.

Ob - The end-of-major loop interrupt is disabled.

1b - The end-of-major loop interrupt is enabled.

0 Channel Start

START If this flag is set, the channel is requesting service. The eDMA hardware automatically clears this flag
after the channel begins execution.

Ob - The channel is not explicitly started.

1b - The channel is explicitly started via a software initiated service request.

5.6.5.32 TCD Beginning Minor Loop Link, Major Loop Count (Channel
Linking Disabled) (TCDO_BITER_ELINKNO - TCD31_BITER_
ELINKNO)

5.6.5.32.1 Offset
Forn=0to 31:

Register Offset
TCDn_BITER_ELINKNO |101Eh + (n x 20h)

5.6.5.32.2 Function
If the TCDn_BITER[ELINK] bit is cleared, the TCDn_BITER register is defined as

follows.
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5.6.5.32.3 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
«
Rolx Ty
5 =
W @D @ o
Reset u u u u u u u u u u u u u u u u

5.6.5.32.4 Fields

Field Function
15 Enables channel-to-channel linking on minor loop complete
ELINK As the channel completes the minor loop, this flag enables the linking to another channel, defined by

BITER[LINKCH]. The link target channel initiates a channel service request via an internal mechanism
that sets the TCDn_CSR[START] bit of the specified channel. If channel linking is disabled, the BITER
value extends to 15 bits in place of a link channel number. If the major loop is exhausted, this link
mechanism is suppressed in favor of the MAJORELINK channel linking.

NOTE: When the software loads the TCD, this field must be set equal to the corresponding CITER field;
otherwise, a configuration error is reported. As the major iteration count is exhausted, the
contents of this field are reloaded into the CITER field.

0b - The channel-to-channel linking is disabled
1b - The channel-to-channel linking is enabled

14-0 Starting Major Iteration Count

BITER As the transfer control descriptor is first loaded by software, this 9-bit (ELINK = 1) or 15-bit (ELINK = 0)
field must be equal to the value in the CITER field. As the major iteration count is exhausted, the contents
of this field are reloaded into the CITER field.

NOTE: When the software loads the TCD, this field must be set equal to the corresponding CITER field;
otherwise, a configuration error is reported. As the major iteration count is exhausted, the
contents of this field is reloaded into the CITER field. If the channel is configured to execute a
single service request, the initial values of BITER and CITER should be 0x0001.

5.6.5.33 TCD Beginning Minor Loop Link, Major Loop Count (Channel
Linking Enabled) (TCDO_BITER_ELINKYES - TCD31_BITER_
ELINKYES)

5.6.5.33.1 Offset

For n =0 to 31:

Register Offset
TCDn_BITER_ELINKYE |101Eh + (n x 20h)
S
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5.6.5.33.2 Function
If the TCDn_BITER[ELINK] bit is set, the TCDn_BITER register is defined as follows.

5.6.5.33.3 Diagram

Bits 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
R T
. 0 E
W lm o z @
-
Reset U u u u u u u u u u u u u u u u
5.6.5.33.4 Fields
Field Function
15 Enables channel-to-channel linking on minor loop complete
ELINK As the channel completes the minor loop, this flag enables the linking to another channel, defined by

BITER[LINKCH]. The link target channel initiates a channel service request via an internal mechanism
that sets the TCDn_CSR[START] bit of the specified channel. If channel linking disables, the BITER
value extends to 15 bits in place of a link channel number. If the major loop is exhausted, this link
mechanism is suppressed in favor of the MAJORELINK channel linking.

NOTE: When the software loads the TCD, this field must be set equal to the corresponding CITER field;
otherwise, a configuration error is reported. As the major iteration count is exhausted, the
contents of this field are reloaded into the CITER field.

0b - The channel-to-channel linking is disabled
1b - The channel-to-channel linking is enabled

14 Reserved

13-9 Link Channel Number

LINKCH If channel-to-channel linking is enabled (ELINK = 1), then after the minor loop is exhausted, the eDMA
engine initiates a channel service request at the channel defined by this field by setting that channel's
TCDn_CSR[START] bit.

NOTE: When the software loads the TCD, this field must be set equal to the corresponding CITER field;
otherwise, a configuration error is reported. As the major iteration count is exhausted, the
contents of this field are reloaded into the CITER field.

8-0 Starting major iteration count

BITER As the transfer control descriptor is first loaded by software, this 9-bit (ELINK = 1) or 15-bit (ELINK = 0)
field must be equal to the value in the CITER field. As the major iteration count is exhausted, the contents
of this field are reloaded into the CITER field.

NOTE: When the software loads the TCD, this field must be set equal to the corresponding CITER field;
otherwise, a configuration error is reported. As the major iteration count is exhausted, the
contents of this field are reloaded into the CITER field. If the channel is configured to execute a
single service request, the initial values of BITER and CITER should be 0x0001.
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Chapter 6
System Security

6.1 Chapter overview

This chapter provides an overview of the following chip security components, explaining
the purpose and features of each of them.

* High Assurance Boot (HAB) feature in the system boot

e Secure Non-Volatile Storage (SNVS) with the security monitor, key storage, and
real-time clock

* Data co-processor (DCP) with cryptographic acceleration

e Hardware encryption and hash algorithm engine for AES128 and SHA-1/256

* True Random Number Generator (TRNG)

* On-chip One-Time Programmable Element Controller (OCOTP_CTRL) with on-
chip electrical fuse arrays

* Central Security Unit (CSU)

* System JTAG Controller (SJC) with secure debug

e Bus Encryption Engine (BEE) for on-the-fly FlexSPI(QSPI) Flash decryption

6.2 Feature summary

This figure shows a simplified diagram of the security subsystem:
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Figure 6-1. Security subsystem (simplified)
This diagram represents an example of the CSU use.

All platforms built using this chip share a general need for security, though the specific
security requirements vary greatly from platform to platform. For example, portable
consumer devices need to protect a different type and cost of assets than the automotive
or industrial platforms. Each market must be protected against different kinds of attacks.
The platform designers need an appropriate set of counter measures to meet the security
needs of their specific platform.

To help the platform designers to meet the requirements of each market, the chip
incorporates a range of security features. Most of these features provide protection
against specific kinds of attack, and can be configured for different levels according to
the required degree of protection. These features are designed to work together or
independently. They can be also integrated with the appropriate software to create
defensive layers. In addition, the chip includes a general-purpose accelerator that
enhances the performance of selected industry-standard cryptographic algorithms.

The security features include:

» Secure High-Assurance Boot
* Security library embedded in the tamper-proof on-chip ROM
* Authenticated boot, which protects against unauthorized software
* Verification of the code signature during boot
* RSA-1024/2048/3072/4096 keys anchored to the OTP fingerprint
(SHA-256)
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* Encrypted boot which protects the software confidentiality
* Runs every time the chip is reset
* Image version control/image revocation (on-chip OTP-based)
 Secure storage
» Off-chip storage protection using AES-128 and the chip's unique hardware-only
key
* Hardware cryptographic accelerators
e Symmetric: AES-128,
» Hash message digest: SHA-1, SHA-256,
* True and pseudorandom number generator
* On-chip secure real-time clock with autonomous power domain
* Secure debugging
 Configurable protection against unauthorized JTAG manipulation
» Three security levels + a complete JTAG disable
* Support for JTAG port secure reopening for field return debugging
e Universal unique ID
* Electrical fuses (OTP Memory)

* Hardware bus encryption
» AES-128 encryption, supporting ECB and CTR modes
» Non-secured access filtering

6.3 High-Assurance Boot (HAB)

The HAB, which is the high-assurance boot feature in the system boot ROM, detects and
prevents the execution of unauthorized software (malware) during the boot sequence.

When the unauthorized software is permitted to gain control of the boot sequence, it can
be used for a variety of goals, such as exposing stored secrets; circumventing access
controls to sensitive data, services, or networks, or for repurposing the platform. The
unauthorized software can enter the platform during upgrades or reprovisioning, or when
booting from the USB connections or removable devices.

The HAB protects against unauthorized software by:

» Using digital signatures to recognize the authentic software. This enables you to boot
the device to a known initial state and run the software signed by the device
manufacturer.

» Using code encryption to protect the confidential software during off-chip storage.
When activated, the HAB decrypts the software loaded into the RAM before
execution.
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6.3.1 HAB process flow

The following figure shows the flow for creating and verifying digital signatures. The top
half of this figure shows the signing process, which is performed off-chip. The bottom
half shows the verification process performed on-chip during every system boot.

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
176 NXP Semiconductors




.4
Chapter 6 System Security

CodeSigning
Hashing Reference Hash Value Signing Private K
- (RSA] s Frae ey
Code
Signature
Store in Store in
FLASH " FLASH T

Code Verification

Code Signature
(fram FLASH)

Code to be authenticated
(from FLASH)

Hashing Yerification _
(RSA) F—F ublic Key
Code Hazh Value Reference Hazh Valus
' ' Compare
Failecl
Compare | Codecorrupted
Compare
Succesded

Code Authentiz

Figure 6-2. Code signing and authentication processes

The original software is programmed into the flash memory (or any other boot device)
along with the signature. The HAB uses a public key to recover the reference hash value
from the signature; it then compares the reference hash value to the current hash value

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 177




AR
Secure Non-Volatile Storage (SNVS) module

calculated from the software in the flash. If the contents of the flash are modified either
intentionally or unintentionally, the two hash values do not match and the verification
fails.

6.3.2 HAB feature summary
The HAB features:

* Enforced internal boot via on-chip masked ROM

 Authentication of software loaded from any boot device (including the USB
download)

» Authenticated decryption of software loaded from any boot device (including USB
download) using the AES keys (128-bit)

* CMS PKCS#1 signature verification using the RSA public keys (from 1024-bit to
4096-bit) and the SHA-256 hash algorithm

* Public Key Infrastructure (PKI) support using X.509v3 certificates

* Root public key fingerprint in the manufacturer-programmable on-chip fuses

* Multiple root public keys with revocation by fuses

* Initialization of other security components

» Authenticated USB download fall-over on any security failure

* Open configuration for development purposes and non-secure platforms

* Closed configuration for shipping secure platforms

On the chip, the HAB is integrated with these security features:

e The HAB initializes the SNVS security monitor state machine. A successful secure
boot with the HAB is required for the platform software to gain access to use the
DCP master secret key selected by SNVS.

* The HAB reads the root public key fingerprint, revocation mask, and security
configuration from the OCOTP_CTRL.

* The HAB initializes the CSU.

* The HAB can use the DCP to accelerate hash calculations.

6.4 Secure Non-Volatile Storage (SNVS) module
* Provides a non-volatile real-time clock maintained by a coin-cell battery during
system power down for use in both the secure and non-secure platforms.
* Protects the secure real-time clock against rollback attacks in time-sensitive protocols
such as DRM and PKI
* Deters replay attacks in time-independent protocols such as certificate or firmware
revocations
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* Handles tamper detection and tamper reaction to defend sensitive data and operations
against compromise, both at run-time and during system power-down
» Controls the access to the OTP master secret key used by the DCP to protect
confidential data in the off-chip storage
* Provides non-volatile highly protected storage for an alternative master secret key

6.4.1 SNVS architecture

The SNVS is partitioned into two sections: a low-power part (SNVS_LP) and a high-
power part (SNVS_HP).

The SNVS_LP block is in the always-powered-up domain. It is isolated from the rest of
the logic by isolation cells which are library-instantiated cells that insure that the
powered-up logic is not corrupted when the power goes down in the rest of the chip.

The SNVS_LP has these functional units:

» Zeroizable Master Key

* Secure non-rollover real-time counter with alarm
* Non-rollover monotonic counter

* Power glitch detector

* General-purpose register

 Control and status registers

The SNVS_HP is in the chip power-supply domain. The SNVS_HP provides an interface
between the SNVS_LP and the rest of the system. The access to the SNVS_LP registers
can be gained through the SNVS_HP only when it is powered up according to the access
permission policy.

The SNVS_HP has these functional units:

* [P bus interface

e SNVS_LP interface

* System Security Monitor (SSM)

» Zeroizable Master Key programming mechanism
* Master Key control block

» Non-secure real-time counter with alarm

* Control and status registers
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6.5 Data Co-Processor (DCP)

For security purposes, the Data Co-Processor (DCP) provides hardware acceleration for
the cryptographic algorithms. The features of DCP include:

* Encryption Algorithms: AES-128 (ECB and CBC modes)

* Hashing Algorithms: SHA-1 and SHA-256

* CRC-32

» Key selection from the SNVS, DCP internal key storage, or general memory

* Internal Memory for storing up to four AES-128 keys—when a key is written to a
key slot it can be read only by the DCP AES-128 engine

* [P slave interface

- DMA

6.6 Standalone True Random Number Generator (TRNG)

The SA-TRNG is hardware accelerator module that generates a 512-bit entropy as needed
by an entropy consuming module or by other post processing functions. A typical entropy
consumer is a pseudo random number generator (PRNG) which can be implemented to
achieve both true randomness and cryptographic strength random numbers using the SA-
TRNG output as its entropy seed. The PRNG is not part of this module.

6.7 OCOTP_CTRL

The OCOTP_CTRL provides the primary user-visible mechanism for interfacing with the
on-chip fuses. These fuses' uses include:

* Unique chip identifiers

e Mask revision numbers

* Cryptographic keys

* Security configuration

* Boot characteristics

 Various control signals requiring permanent non-volatility

For security purposes, the fuses protect the confidentiality or integrity of the critical
security data against both the software attacks and the board-level hardware attacks.

The OCOTP_CTRL provides:
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» Shadow cache of fuse values, loaded at reset, before the system boot
 Ability to read and override the fuse values in the shadow cache (does not affect the
fuse element)
* Ability to read the fuses directly (ignoring the shadow cache)
* Ability to write (program) the fuses by software or JTAG
» Fuses and shadow cache bits enforce read-protect, override-protect, and write-protect
* Lock fuses for selected fuse fields
* Scan protection
* Volatile software-accessible signals which can be used for software control of
hardware elements (not requiring non-volatility).

6.8 Central Security Unit (CSU)

Central Security Unit (CSU) sets access control policies between the bus masters and bus
slaves, enabling the peripherals to be separated into distinct security domains. This
protects against the indirect unauthorized access to data which occurs when the software
programs a DMA bus master to access addresses that the software itself is prohibited
from accessing directly. Configuring the DMA bus master privileges in the CSU
consistently with the software privileges defends against such indirect unauthorized
access.

The CSU provides:

 Configuration of peripheral access permissions for peripherals that are unable to
control their own access permissions

» Configuration of bus master privileges for bus masters that are unable to control their
own privileges

* Optional locking of the individual CSU settings until the next power-on reset

6.9 System JTAG Controller (SJC)

The JTAG port provides debug access to hardware blocks, including the ARM processor
and the system bus. This enables program control and manipulation as well as visibility
to the chip peripherals and memory.

The JTAG port must be accessible during initial platform development, manufacturing
tests, and general troubleshooting. Given its capabilities, JTAG manipulation is a known
attack vector for accessing sensitive data and gaining control over software execution.
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The System JTAG Controller (SJC) protects against the whole range of attacks based on
unauthorized JTAG manipulation. It also provides a JTAG port that conforms to the
IEEE 1149.1 and IEEE 1149.6 (AC) standards for BSR (boundary-scan) testing.

The SJC provides these security levels:

* The JTAG Disabled-JTAG use is permanently blocked.
* The No-Debug-All security sensitive JTAG features are permanently blocked.
* The Secure JTAG-JTAG use is restricted (as in the No-Debug level) unless a secret-

key challenge/response protocol is successfully executed.
* The JTAG Enabled-JTAG use is unrestricted.

The security levels are selected via the e-fuse configuration.

6.9.1 Scan protection

The chip includes further scan protection logic for those SJIC modes where the JTAG use
is allowed. This ensures that the access to critical security values is protected as follows:

 The chip is reset when entering the scan mode.

* All modules are reset two clock cycles before receiving the scan-enable indication.

* The chip cannot exit the scan mode without a reset.

 The security modules (including SNVS, CSU, and OCOTP_CTRL) have an
additional scan-protection logic to protect the sensitive internal data and
functionality.

See the "System JTAG Controller (SJC)" chapter in the Security Reference Manual for
more information on the SJC.

6.10 Bus Encryption Engine (BEE)

The Bus Encryption Engine (BEE) is implemented as an on-the-fly decryption engine,
which is used for decrypting cypher context of FlexSPI. The main features of the BEE
are:

e Standard AXI interconnection

* On-the-fly AES-128 decryption, supporting ECB and CTR modes

* Aliased memory space support. Address remapping for up to two individual regions
* Independent AES Key management for those two individual regions

* Bus access pattern optimization with the aid of the local store and forward buffer
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* Non-secured access filtering based on the security label of the access
* Illegal access check and filtering
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Chapter 7
System Debug

7.1 Overview

This section describes the hardware and software debug and application development
features and resources of the chip. It describes the following:

* Core/platform-specific resources

* Resources associated with complex IP blocks

* Chip-wide resources

* Interface to the external debug and development tools

The debug and trace architecture is designed around the following:

* ARM CoreSight architecture, adapted to SoC (for core debug), including a cross-
trigger subsystem for cross-domain triggering of debug resources

e JTAG port used to interact with core under the debug by means of SJC, the system
JTAG controller port

* DAP, the debug access port that supports the interface to the ARM RealView
Debugging tools and other third-party tools

» TPIU, a trace port interface unit that efficiently accesses the program trace
information from the system

 Various chip-wide resources, such as debug features built into the IP blocks and
critical signal visibility available through alternate pin functions or observability
muxes

7.2 Chip and ARM Platform Debug Architecture

The ARM Debug architecture is based on the CoreSight architecture by ARM. The
CoreSight architecture provides a system-wide solution to real-time debug and trace.
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The CoreSight architecture is embodied in a set of CoreSight components and compliant
processors that form the CoreSight systems. Its architecture maintains the traditional
requirements of debug and trace:

e To access the debug functionality without software interaction
* To connect to a running system without performing a reset

Full access to the processor debug capability is available by the ARM debug register map
through the Advanced Peripheral Bus (APB) slave port. The core includes a Processor
Debug Unit which stops program execution, examines and alters the processor and
coprocessor state, examines and alters the memory and input/output peripheral state, and
restarts the processor core.

7.2.1 Debug Features

* EmbeddedICE-RT logic
* Support for both the monitor-mode and halt-mode debugging:
* Core run/halt control, debug status/control
* Breakpoint/watchpoint control
* Core-mapped and memory-mapped resource examination/modification
* Data communication channel between the ARM core and the host debugger via
JTAG or SWD and the Debug Access Port (DAP) module

The chip includes ARM CoreSight components for debug and trace solutions.

7.2.2 Debug system components
The CoreSight components include:

* ETM (Embedded Trace Macrocell) supporting instruction trace
e I'TM (Instrumentation Trace Macrocell)

e TPIU (Trace Port Interface)

* Cross Triggering logic for event routing, including CTIs

Other related IPs and functionality:
* Flash Patch and Breakpoint unit (FPB)
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7.2.2.1 AMBA Trace Bus (ATB)

ATB transfers trace data though the chip CoreSight infrastructure. The trace sources are
ATB masters and the sinks are ATB slaves. The ARM (via PTM) cores are the data
generators. Link components such as the Trace Funnel and Replicator provide both the
master and slave interfaces.

The ATB protocol supports:

« Stalling of trace sources to enable the CoreSight components to funnel and combine
the sources into a single trace stream

* Association of the trace data with the generating source using trace source IDs. The
CoreSight system can trace up to 111 different items at any time

* Capture and transfer of multiple byte bus widths, currently to 32 bits

* A flushing mechanism to force the historic trace to drain from any sources, links, or
sinks up to the point that the request is initiated

7.2.2.2 CoreSight trace port interface (TPIU)
TPIU (Cortex-M?7)

TPIU is one of the CoreSight trace sink components. It acts as a bridge between the on-
chip trace data and a data stream that is then driven out the trace port.

TPIU uses the ATB interface to accept trace data from a trace source, either directly or by
using a trace funnel. TPIU has 4 bit port connected to the chip pad.

The APB interface is the programming interface for the TPIU configuration.

The features of the sub-blocks are as follows:

» Formatter—Inserts source ID signals into the data packet stream so that the trace data
can be re-associated with the trace source.

» Asynchronous FIFO—Enables trace data to be driven out at a speed that is not
dependent on the on-chip bus clock.

* Register Bank—Contains the management, control and status registers for triggers,
flushing behavior and external control.

» Trace out—The Trace out block serializes the formatted data before it goes off-chip.

* Pattern Generator—The Pattern Generator unit provides a simple set of defined bit
sequences or patterns that can be output over the Trace Port and be detected by the
TPA or other associated Trace Capture Device (TCD). The TCD can use these
patterns to indicate if it is possible to increase or decrease the trace port clock speed.
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The TPIU accepts trace data from a trace source, either direct from a trace source or
using a Trace Funnel. The APB interface is the programming interface for the TPIU. The
Trace Clock driving the data out to external pins can be obtained from either an on chip
or off chip source, selectable via a mux.

The output of the TPIU is connected via external pins (MPS of TRACEDATA
(ARM_TRACEn), which can be 1, 2, or 4 bits). The system may utilize double data rate
pins to either use a lower clock speed than that of the 32-bit ATB interface, or use fewer
than 4 data pins for the output, based on the ability of the technology used. Given the
speed of the ATB, 4 data pins with double data rate is recommended, with the external
interface running at half the speed of the ATB. The speed of the external interface is from
TRACECLKIN (TRACE_CLK_ROQT), and should be selectable via an on chip or off
chip clock. TRACECLK (ARM_TRACE_CLK) is equal to TRACECLKIN / 2, and is
divided in the TPIU to clock trace data at the trace capture unit.

TPIU used to be part of the ARM platform sub blocks in previous versions of i.MX
products, placing the TPIU off platform allows future debug trace sources from the chip
level to connect to the TPIU by means of a funnel.

For more information, see ARM Cortex M7 Integration and Implementation Manual.

7.2.2.3 Embedded Trace Macrocell (ETM)

Instruction trace, also known as ETM (Embedded Trace Macrocell) trace, is a
continuously collected sequence of every executed instruction for a selected portion of
the application. ETM generates trace packets and sends them to the trace bus. ETM does
not actually output every address or instruction that the processor has reached or
executed; it usually generates compressed information about the program flow and
outputs full addresses only if needed (for example, if a branch has taken place). Because
the debugger knows the application code image, the debugger can then reconstruct the
full instruction sequence from the trace data.

For more information about ETM, refer to ARM® CoreSight™ ETM-M7 Revision rOpl
Technical Reference Manual.

7.2.2.4 Instrumentation Trace Macrocell

The ITM (Instrumentation Trace Macrocell) generates trace information as packets.
There are four sources that can generate packets. If multiple sources generate packets at
the same time, the ITM arbitrates the order in which packets are output. The four sources
in decreasing order of priority are:
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* Synchronization: DWT provides periodic requests to make ITM generate
synchronization packet. Trace capture hardware uses it to identify the alignment of
packet bytes in the bit-stream.

 Software Trace: Application software can write console messages directly to ITM
stimulus ports, and output them to the host as trace packets.

» Hardware trace: The DWT generates these packets, and the I'TM outputs them.

* Timestamping: I'TM can generate timestamp packets that are inserted in to the trace
stream, to help the host debugger to find out the timing of events. Timestamps are
generated relative to packets. The ITM receives a 64-bit counter to generate the
timestamp.

Trace data from I'TM will be forwarded to TPIU and streamed out via the trace port.

For more information about I'TM, refer to ARMv7-M Architecture Reference Manual.

7.2.3 Chip-Specific SUC Features

7.2.3.1 JTAG Disable Mode

In addition to different JTAG security modes that are implemented internally in the
System JTAG Controller (SJC), there is an option to disable the SJC functionality by e-
fuse configuration.

This creates additional JTAG mode "JTAG Disabled" with highest level of JTAG
protection. In this mode all JTAG features are disabled. Specifically, the following debug

features are disabled in addition to the features that were already disabled in "No Debug"
JTAG mode:

* Non-Secure JTAG control registers (PLL configuration, Deterministic Reset, PLL

bypass)
* Non-Secure JTAG status registers (Core status)

* Chip Identification Code (IDCODE)

7.23.2 JTAGID
Table 7-1. i.MX JTAG ID

Device Silicon revision JTAG ID
i.MX RT1060 Rev 1.0 088C_501Dh
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7.2.4 System JTAG controller main features

* IEEE P1149.1, 1149.6 (standard JTAG) interface to off-chip test and development
equipment
* Includes an SJC-only mode for true IEEE P1149.1 compliance, used primarily
for board-level implementation of boundary scan.
» Supports IEEE P1149.6 extensions to the JTAG standard for AC testing of
selected I/0 signals.
* Debug-related control and status; puting selected cores into reset and/or debug mode
and monitoring individual core status signals by means of JTAG
» System status, such as the state of the PLLs (locked or not locked)
* levels of security, ranging from no security to no JTAG accessibility to the chip

7.2.5 SJC TAP Port

The SJC supports the following standard JTAG pins:

« TRSTB
* TDI

« TDO

« TCK

« TMS

7.2.6 SJC main blocks

* Interface to the outside world via the standard JTAG pins

* Interface to the external Debug_Event pin

* A master TAP controller which implements the standard JTAG state machine

e Implementation of the mandatory and optional IEEE P1149.1 (JTAG) instructions
* Mandatory: "EXTEST", "SAMPLE/PRELOAD", and "BYPASS"
 Optional: "ID_CODE" (SOC JTAG ID register), "HIGHZ"

» The ExtraDebug registers, which implement a variety of control and status features
» Three 32-bit insecure general purpose status registers
» Two 32-bit secure status registers - one predefined, one general purpose.
* Control and status registers for debug, core, charge pump, and PLL.

* Four levels of fuse-defined security, ranging from no security to no access.

Both predefined and user-defined control and status functions are supported by the SJC.
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7.3 Miscellaneous

The Miscellaneous function described in this section provide useful general capabilities.

7.3.1 Clock/Reset/Power

CDBGPWRUPREQ and CDBGPWRUPACK are the handshake signals between the
DAP and the clock control module to ensure debug power and clocks are turned on. If the
debug components are always powered on, the handshake becomes a mechanism to turn
debug clocks on. Similarly, there is a register bit in the CCM which allows internal
software to turn debug clocks on as well because the CDBGPWRUPREQ is in the TCLK
domain and is inaccessible to software.

The debug components can receive resets from the following sources:
e Debug Reset (CDBGRSTREQ bit within the SWJ-DP CTRL/STAT register of the
DAP) in the TCLK domain. This allows the debug tools to reset the debug logic.
* System POR reset

7.4 Supported tools
DS-5 ARM Debugger is supported.

The debugger is connected to the chip from the host by the DS-5 ICE protocol converter.
Other third party tools can be used via the standard JTAG interface, but may need to be
adapted for individual IC. It is important to check with tool vendors for specific tool
requirements, especially for on-chip IC.
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Chapter 8

System Boot

8.1 Chip-specific Boot Information

This device has various peripherals supported by the ROM bootloader.
Table 8-1. ROM Bootloader Peripheral PinMux

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018

Peripheral Instance Port ( 10 function) PAD Mode
LPUART 1 LPUART1_TX GPIO_AD_B0_12 ALT2
LPUART1_RX GPIO_AD_B0_13 ALT2

LPSPI 1 LPSPI1_SCK GPIO_SD_B0_00 ALT4
LPSPI1_SDO GPIO_SD_B0_02 ALT4

LPSPI1_SDI GPIO_SD_B0_03 ALT4

LPSPI1_PCS0 GPIO_SD_B0_01 ALT4

2 LPSPI2_SCK GPIO_SD_B1_07 ALT4

LPSPI2_SDO GPIO_SD_B1_08 ALT4

LPSPI2_SDI GPIO_SD_B1_09 ALT4

LPSPI2_PCS0 GPIO_SD_B1_06 ALT4

3 LPSPI3_SCK GPIO_AD_B0_00 ALT7

LPSPI3_SDO GPIO_AD_BO0_01 ALT7

LPSPI3_SDI GPIO_AD_B0_02 ALT7

LPSPI3_PCS0 GPIO_AD_B0_03 ALT7

4 LPSPI4_SCK GPIO_B0_03 ALT3

LPSPI4_SDO GPIO_B0_02 ALT3

LPSPI4_SDI GPIO_B0_01 ALT3

LPSPI4_PCS0 GPIO_B0_00 ALT3

SEMC NAND - SEMC_DATAO00 GPIO_EMC_00 ALTO
SEMC_DATAO1 GPIO_EMC_01 ALTO

SEMC_DATA02 GPIO_EMC_02 ALTO

SEMC_DATAO03 GPIO_EMC_03 ALTO

SEMC_DATA04 GPIO_EMC_04 ALTO

SEMC_DATAO05 GPIO_EMC_05 ALTO

Table continues on the next page...
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Table 8-1. ROM Bootloader Peripheral PinMux (continued)

SEMC_DATAO06 GPIO_EMC_06 ALTO
SEMC_DATAO07 GPIO_EMC_07 ALTO
SEMC_DATAO08 GPIO_EMC_30 ALTO
SEMC_DATAO09 GPIO_EMC_31 ALTO
SEMC_DATA10 GPIO_EMC_32 ALTO
SEMC_DATAT11 GPIO_EMC_33 ALTO
SEMC_DATA12 GPIO_EMC_34 ALTO
SEMC_DATA13 GPIO_EMC_35 ALTO
SEMC_DATA14 GPIO_EMC_36 ALTO
SEMC_DATA15 GPIO_EMC_37 ALTO
SEMC_ADDRO09 GPIO_EMC_18 ALTO
SEMC_ADDR11 GPIO_EMC_19 ALTO
SEMC_ADDR12 GPIO_EMC_20 ALTO
SEMC_BA1 GPIO_EMC_22 ALTO
SEMC_CSX0 GPIO_EMC_41 ALTO
SEMC_CSX1 GPIO_SD_B1_07 ALTO
GPIO_B0_00 ALT6

SEMC_CSX2 GPIO_SD_B1_08 ALT6
GPIO_B0_01 ALT6

SEMC_CSX3 GPIO_B0_02 ALT6
SEMC NOR - SEMC_DATAO00 GPIO_EMC_00 ALTO
SEMC_DATAO1 GPIO_EMC_01 ALTO
SEMC_DATAO02 GPIO_EMC_02 ALTO
SEMC_DATAO03 GPIO_EMC_03 ALTO
SEMC_DATA04 GPIO_EMC_04 ALTO
SEMC_DATAO05 GPIO_EMC_05 ALTO
SEMC_DATAO06 GPIO_EMC_06 ALTO
SEMC_DATAOQ7 GPIO_EMC_07 ALTO
SEMC_DATAO08 GPIO_EMC_30 ALTO
SEMC_DATAO09 GPIO_EMC_31 ALTO
SEMC_DATA10 GPIO_EMC_32 ALTO
SEMC_DATAT11 GPIO_EMC_33 ALTO
SEMC_DATA12 GPIO_EMC_34 ALTO
SEMC_DATA13 GPIO_EMC_35 ALTO
SEMC_DATA14 GPIO_EMC_36 ALTO
SEMC_DATA15 GPIO_EMC_37 ALTO
SEMC_ADDROO GPIO_EMC_09 ALTO
SEMC_ADDRO1 GPIO_EMC_10 ALTO
SEMC_ADDRO2 GPIO_EMC_11 ALTO
SEMC_ADDRO3 GPIO_EMC_12 ALTO
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Table 8-1. ROM Bootloader Peripheral PinMux (continued)

SEMC_ADDRO04 GPIO_EMC_13 ALTO
SEMC_ADDRO05 GPIO_EMC_14 ALTO
SEMC_ADDRO6 GPIO_EMC_15 ALTO
SEMC_ADDRO7 GPIO_EMC_16 ALTO
SEMC_ADDR11 GPIO_EMC_19 ALTO
SEMC_ADDR12 GPIO_EMC_20 ALTO
SEMC_BAO GPIO_EMC_21 ALTO
SEMC_BA1 GPIO_EMC_22 ALTO
SEMC_CSX0 GPIO_EMC_41 ALTO
SEMC_CSX1 GPIO_SD_B1_07 ALTO
GPIO_B0_00 ALT6

SEMC_CSX2 GPIO_SD_B1_08 ALT6
GPIO_B0_01 ALT6

SEMC_CSX3 GPIO_B0_02 ALT6
SD USDHC1_CMD GPIO_SD_B0_00 ALTO
USDHC1_CLK GPIO_SD_B0_01 ALTO
USDHC1_DATAO GPIO_SD_B0_02 ALTO
USDHC1_DATA1 GPIO_SD_B0_03 ALTO
USDHC1_DATA2 GPIO_SD_B0_04 ALTO
USDHC1_DATA3 GPIO_SD_B0_05 ALTO
USDHC1_CD_B GPIO_SD_B1_12 ALT6
USDHC2_DATA3 GPIO_SD_B1_00 ALTO
USDHC2_DATA2 GPIO_SD_B1_01 ALTO
USDHC2_DATA1 GPIO_SD_B1_02 ALTO
USDHC2_DATAO GPIO_SD_B1_03 ALTO
USDHC2_CLK GPIO_SD_B1_04 ALTO
USDHC2_CMD GPIO_SD_B1_05 ALTO
USDHC2_RESET_B GPIO_SD_B1_06 ALTO
USDHC2_DATA4 GPIO_SD_B1_08 ALTO
USDHC2_DATA5 GPIO_SD_B1_09 ALTO
USDHC2_DATA6 GPIO_SD_B1_10 ALTO
USDHC2_DATA?7 GPIO_SD_B1_11 ALTO
FlexSPI FLEXSPI_B_DATA3 GPIO_SD_B1_00 ALTH
FLEXSPI_B_DATA2 GPIO_SD_B1_01 ALT1
FLEXSPI_B_DATA1 GPIO_SD_B1_02 ALT1
FLEXSPI_B_DATAO GPIO_SD_B1_03 ALT1
FLEXSPI_B_SCLK GPIO_SD_B1_04 ALT1
FLEXSPI_B_DQS GPIO_SD_B0_05 ALT4
FLEXSPI_B_SS0_B GPIO_SD_B0_04 ALT4
FLEXSPI_B_SS1_B GPIO_SD_B0_01 ALT6

Table continues on the next page...
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Table 8-1. ROM Bootloader Peripheral PinMux (continued)

FLEXSPI_A_DQS GPIO_SD_B1_05 ALT1
FLEXSPI_A_SSO_B  |GPIO_SD_B1_06 ALT1
FLEXSPI_A_SS1_B  |GPIO_SD_B0_00 ALT6
FLEXSPI_A_SCLK GPIO_SD_B1_07 ALT1
FLEXSPI_A_DATAO |GPIO_SD_B1_08 ALT1
FLEXSPI_A_DATA1  |GPIO_SD_B1_09 ALT1
FLEXSPI_A_DATA2 |GPIO_SD_B1_10 ALT1
FLEXSPI_A_DATA3 |GPIO_SD_B1_11 ALT1
FLEXSPI_A_DATA7 |GPIO_SD_B1_00 ALT1
FLEXSPI_A_DATA6 |GPIO_SD_B1_01 ALT1
FLEXSPI_A_DATA5 |GPIO_SD_B1_02 ALT1
FLEXSPI_A_DATA4 |GPIO_SD_B1_03 ALT1
FlexSPI 1 FLEXSPI_A_SSO_B  |GPIO_AD_B1_15 ALTO
(secondary pinmux FLEXSPI_A_SCLK GPIO_AD_B1_14 ALTO
option) FLEXSPI_A_DQS GPIO_AD_B1_09 ALTO
FLEXSPI_A_DATAO |GPIO_AD_B1_13 ALTO
FLEXSPI_A_DATA1  |GPIO_AD_B1_12 ALTO
FLEXSPI_A_DATA2 |GPIO_AD_B1_11 ALTO
FLEXSPI_A_DATA3 |GPIO_AD_B1_10 ALTO

This device configures the clock to the following state during boot.

Table 8-2. ROM Clock Setting

Register Setting
CCM_CACRR 0x00000001
CCM_CBCDR 0x000A8200
(core clock = 396MHz, default boot frequency)
CCM_CSCDR1 0x06490B03
CCM_CBCMR 0x75AE8104
CCM_CSCMR1 0x67930001
CCM_ANALOG_PLL_ARM 0x80002042
CCM_ANALOG_PLL_SYS 0x80002001
CCM_ANALOG_PLL_USB1 0x80003040
NOTE

1. The boot ROM enables MPU protection under HAB-closed
mode, to prevent execution of any other supported memory
regions than the ROM region, during boot code execution.
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This feature puts restrictions on the SW debug on the
RT106x chip. The debug tool needs to disable the MPU
first, before executing the code on the device under HAB-
closed mode.

2. The boot ROM enables LUART1 and USBI interrupts in
serial downloader mode, and it disables these interrupts
before jumping to user applications. However, if the boot
ROM execution is interrupted by the debug tool, it cannot
disable these interrupts; the user application needs to
disable these interrupts in the startup codes.

8.2 Overview

The boot process begins at any Reset where the hardware reset logic forces the ARM
core to begin the execution starting from the on-chip boot ROM.

The boot ROM code uses the state of the internal register BOOT_MODE([1:0] as well as
the state of various eFUSEs and/or GPIO settings to determine the boot flow behavior of
the device.

The main features of the ROM include:

* Support for booting from various boot devices

* Serial downloader support (USB OTG and UART)

* Device Configuration Data (DCD) and plugin

* Digital signature and encryption based High-Assurance Boot (HAB)

* Wake-up from the low-power modes

* Encrypted XIP on Serial NOR via FlexSPI interface powered by BEE and DCP
controller

The boot ROM supports these boot devices:

e Serial NOR Flash via FlexSPI

e Serial NAND Flash via FlexSPI
e Parallel NOR Flash via SEMC
e RAWNAND Flash via SEMC

e SD/MMC

e SPI NOR/EEPROM via LPSPI

The boot ROM uses the state of the BOOT _MODE and eFUSEs to determine the boot
device. For development purposes, the eFUSEs used to determine the boot device may be
overridden using the GPIO pin inputs.
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The boot ROM code also allows to download the programs to be run on the device. The
example is a provisioning program that can make further use of the serial connection to
provide a boot device with a new image. Typically, the provisioning program is
downloaded to the internal RAM and allows to program the boot devices, such as the
SD/MMC flash. The ROM serial downloader uses a high-speed USB in a non-stream
mode connection.

The boot ROM allows waking up from the low-power modes. On reset, the ROM checks
the power gating status register. When waking from the low-power mode, the core skips
loading an image from the boot device and jumps to the address saved in
PERSISTENT_ENTRYO.

The Device Configuration Data (DCD) feature allows the boot ROM code to obtain the
SOC configuration data from an external program image residing on the boot device. As
an example, the DCD can be used to program the SDRAM controller for optimal settings,
improving the boot performance. The DCD is restricted to the memory areas and
peripheral addresses that are considered essential for the boot purposes (see Write data
command).

A key feature of the boot ROM is the ability to perform a secure boot, also known as a
High-Assurance Boot (HAB). This is supported by the HAB security library which is a
subcomponent of the ROM code. The HAB uses a combination of hardware and software
together with the Public Key Infrastructure (PKI) protocol to protect the system from
executing unauthorized programs. Before the HAB allows the user image to execute, the
image must be signed. The signing process is done during the image build process by the
private key holder and the signatures are then included as a part of the final program
image. If configured to do so, the ROM verifies the signatures using the public keys
included in the program image. In addition to supporting the digital signature verification
to authenticate the program images, the encrypted boot is also supported. The encrypted
boot can be used to prevent the cloning of the program image directly off the boot device.
A secure boot with HAB can be performed on all boot devices supported on the chip in
addition to the serial downloader. The HAB library in the boot ROM also provides the
API functions, allowing the additional boot chain components (bootloaders) to extend the
secure boot chain. The out-of-fab setting for the SEC_CONFIG is the open configuration,
in which the ROM/HAB performs the image authentication, but all authentication errors
are ignored and the image is still allowed to execute.

8.3 Boot modes

During reset, the chip checks the power gating controller status register.
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During boot, the core's behavior is defined by the boot mode pin settings, as described in
Boot mode pin settings. When waking up from the low-power boot mode, the core skips
the clock settings. The boot ROM checks that the PERSISTENT_ENTRYO (see
Persistent bits) is a pointer to a valid address space (OCRAM, or DDR). If the
PERSISTENT_ENTRYO is a pointer to a valid range, it starts the execution using the
entry point from the PERSISTENT_ENTRYO register. If the PERSISTENT_ENTRYO is
a pointer to an invalid range, the core performs the system reset.

8.3.1 Boot mode pin settings

The device has four boot modes (one is reserved for NXP use). The boot mode is selected
based on the binary value stored in the internal BOOT_MODE register.

The BOOT_MODE is initialized by sampling the BOOT_MODEQO and BOOT_MODEI1
inputs on the rising edge of the POR_B. After these inputs are sampled, their subsequent
state does not affect the contents of the BOOT_MODE internal register. The state of the
internal BOOT_MODE register may be read from the BMODI1:0] field of the SRC Boot
Mode Register (SRC_SBMR?2). The available boot modes are: Boot From Fuses, serial
boot via USB, and Internal Boot. See this table for settings:

Table 8-3. Boot MODE pin settings

BOOT_MODE[1:0] Boot Type
00 Boot From Fuses
01 Serial Downloader
10 Internal Boot
11 Reserved
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8.3.2 High-level boot sequence
The figure found here show the high-level boot ROM code flow.

Wkur Use wakeup handler and

Argument From SRC registers

N |
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Figure 8-1. Boot flow

8.3.3 Boot From Fuses mode (BOOT_MODE[1:0] = 00b)
A value of 00b in the BOOT_MODE][1:0] register selects the Boot From Fuses mode.

This mode is similar to the Internal Boot mode described in Internal Boot mode
(BOOT_MODE]1:0] = 0b10) with one difference. In this mode, the GPIO boot override
pins are ignored. The boot ROM code uses the boot eFUSE settings only. This mode also
supports a secure boot using HAB.
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If set to Boot From Fuses, the boot flow is controlled by the BT_FUSE_SEL eFUSE
value. If BT_FUSE_SEL = 0, indicating that the boot device (for example, flash, SD/
MMC) was not programmed yet, the boot flow jumps directly to the Serial Downloader.
If BT_FUSE_SEL = 1, the normal boot flow is followed, where the ROM attempts to
boot from the selected boot device.

The first time a board is used, the default eFUSEs may be configured incorrectly for the
hardware on the platform. In such case, the Boot ROM code may try to boot from a
device that does not exist. This may cause an electrical/logic violation on some pads.
Using the Boot From Fuses mode addresses this problem.

Setting the BT_FUSE_SEL=0 forces the ROM code to jump directly to the Serial
Downloader. This allows a bootloader to be downloaded which can then provision the
boot device with a program image and blow the BT_FUSE_SEL and the other boot
configuration eFUSEs. After the reset, the boot ROM code determines that the
BT_FUSE_SEL is blown (BT_FUSE_SEL = 1) and the ROM code performs an internal
boot according to the new eFUSE settings. This allows the user to set
BOOT_MODE[1:0]=00b on a production device and burn the fuses on the same device
(by forcing the entry to the Serial Downloader), without changing the value of the
BOOT_MODE][1:0] or the pullups/pulldowns on the BOOT_MODE pins.

8.3.4 Serial Downloader (BOOT_MODE[1:0] = 01b)

The Serial Downloader provides a means to download a Program Image to the chip over
USB or UART serial connection. In this mode, typically a host PC can communicate to
the ROM bootloader using serial download protocol. Serial downloader and the protocol
are discussed in Serial Downloader.

8.3.5 Internal Boot mode (BOOT_MODE[1:0] = 0b10)

A value of 0b10 in the BOOT_MODE([1:0] register selects the Internal Boot mode. In
this mode, the processor continues to execute the boot code from the internal boot ROM.

The boot code performs the hardware initialization, loads the program image from the
chosen boot device, performs the image validation using the HAB library (see Boot
security settings), and then jumps to an address derived from the program image. If an
error occurs during the internal boot, the boot code jumps to the Serial Downloader (see
Serial Downloader (BOOT_MODE[1:0] = 01b)). A secure boot using the HAB is
possible in all the three boot modes.
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When set to the Internal Boot, the boot flow may be controlled by a combination of
eFUSE settings with an option of overriding the fuse settings using the General Purpose
I/0 (GPIO) pins. The GPIO Boot Select FUSE (BT_FUSE_SEL) determines whether the
ROM uses the GPIO pins for a selected number of configuration parameters or eFUSEs
in this mode.

» If BT_FUSE_SEL = 1, all boot options are controlled by the eFUSEs described in
Boot eFUSE descriptions.

» If BT_FUSE_SEL = 0, the specific boot configuration parameters may be set using
the GPIO pins rather than eFUSEs. The fuses that can be overridden when in this
mode are indicated in the GPIO column of Boot eFUSE descriptions. GPIO boot
overrides provides the details of the GPIO pins.

The use of the GPIO overrides is intended for development since these pads are used for
other purposes in the deployed products. NXP recommends controlling the boot
configuration by the eFUSEs in the deployed products and reserving the use of the GPIO
mode for the development and testing purposes only.

8.3.6 Boot security settings
The internal boot modes use one of three security configurations.

* Closed: This level is intended for use with shipping-secure products. All HAB
functions are executed and the security hardware is initialized (the Security
Controller or SNVS enters the Secure state), the DCD is processed if present, and the
program image is authenticated by the HAB before its execution. All detected errors
are logged, and the boot flow is aborted with the control being passed to the serial
downloader. At this level, the execution does not leave the internal ROM unless the
target executable image is authenticated.

* Open: This level is intended for use in non-secure products or during the
development phases of a secure product. All HAB functions are executed as for a
closed device. The security hardware is initialized (except for the SNVS which is left
in the Non-Secure state), the DCD is processed if present, and the program image is
authenticated by the HAB before its execution. All detected errors are logged, but
have no influence on the boot flow which continues as if the errors did not occur.
This configuration is useful for a secure product development because the program
image runs even if the authentication data is missing or incorrect, and the error log
can be examined to determine the cause of the authentication failure.

* Field Return: This level is intended for the parts returned from the shipped products.
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NOTE
If the DIR_BT_DIS eFuse is not blown, the authentication may
be bypassed. In this case the system is not secure.

8.4 Device configuration

This section describes the external inputs that control the behavior of the Boot ROM
code.

This includes the boot device selection (FlexSPI NOR, FlexSPI NAND, Parallel NOR,
SD, MMC, and so on), boot device configuration (SD bus width, speed, and so on), and
other. In general, the source for this configuration comes from the eFUSEs embedded
inside the chip. However, certain configuration parameters can be sourced from the GPIO
pins, allowing further flexibility during the development process.

8.4.1 Boot eFUSE descriptions

This table is a comprehensive list of the configuration parameters that the ROM uses.

Table 8-4. Boot eFUSE descriptions

Fuse Config Definition GPIO'| Shipped Settings?
uratio value
n
DIR_BT_DIS OEM Disables the NXP reserved |NA 0 0—The reserved NXP modes are enabled.

modes. Must be set for the
secure boot. .

BT_FUSE_SEL OEM In the Internal Boot mode NA 0 If BOOT_MODE][1:0] = 0b10:

BOOT_MODE[1:0] = 10, « 0—The bits of the SBMR are

the BT_FUSE_SEL fuse - )
determines whether the overridden by the GPIO pins.

1—The reserved NXP modes are disabled.

boot settings indicated by a * 1—The specific bits of the SBMR are
Yes in the GPIO column are controlled by the eFUSE settings.
controlled by the GPIO pins
or the eFUSE settings in If BOOT_MODE[1:0] = 0b00
the On-Chip OTP Controller * 0—The BOOT configuration eFuses
(OCOTP). are not programmed yet. The boot
In the Boot From Fuse flow jumps to the serial downloader.
mode BOOT_MODE[1:0] =
00, the BT_FUSE_SEL fuse e 1—The BOOT configuration eFuses
indicates whether the bit are programmed. The regular boot
configuration eFuses are flow is performed.
programmed.
SEC_CONFIG[1:0] SEC_C |Security Configuration, as  [NA 01 00—Reserved
ONFIG[ |defined in Boot security 01—Open (allows any program image
0] - settings ’

NXP even if the authentication fails)

Table continues on the next page...
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Table 8-4. Boot eFUSE descriptions

(continued)
Fuse Config Definition GPIO'| Shipped Settings?
uratio value
n
SEC_C 1x—Closed (The program image executes
ONFIG[ only if authenticated)
1]-
OEM
FIELD_RETURN OEM Enables the NXP reserved 0—The NXP reserved modes are enabled/
modes. disabled based on the DIR_BT_DIS value.
1—The NXP reserved modes are enabled.
SRK_HASH[255:0] OEM |256-bit hash value of the NA 0 Settings vary—used by HAB
super root key
(SRK_HASH)
UNIQUE_ID[63:0] NXP Device Unique ID, 64-bit NA Unique |Settings vary—used by HAB
uiD ID
BOOT_CFG1[7:0] OEM |Boot configuration 1 Yes 0 Specific to the selected boot mode
BOOT_CFG2[2:0] OEM Boot configuration 2 Yes 0 Specific to the selected boot mode
BOOT_CFG2[3] OEM Infinite Loop Enable atthe |Yes 0 0—Disabled
start of the boot ROM. Used
. 1—Enabled
for debugging purposes.
Ignored if the DIR_BT_DIS
is 1 and FIELD_RETURN is
0.
LPB_BOOT OEM Low-Power Boot No
WDOG_ENABLE OEM |Watchdog reset counter No 0 0—The watchdog reset counter is disabled
enable during the serial downloader.
1—The watchdog reset counter is enabled
during the serial downloader.
PAD_SETTINGS OEM Override values for the No 0 Override these 10 PAD settings:
SD/MMG and NAND boot - PAD_SETTINGS[O}—Slew Rate
modes
* PAD_SETTINGS[3:1]—Drive
Strength
e PAD_SETTINGS[5:4]—Speed
Settings

1. This setting can be overridden by the GPIO settings when the BT_FUSE_SEL fuse is intact. See GPIO Boot Overrides for
the corresponding GPIO pin.
2. 0 =intact fuse and 1= blown fuse

8.4.2 GPIO boot overrides
This table provides a list of the GPIO boot overrides:
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Table 8-5. GPIO Boot Overrides

Package Pin Direction on reset eFuse
GPIO_AD_B0_04/BOOT_MODEO Input Boot Mode selection
GPIO_AD_B0_05/BOOT_MODE Input
GPIO_B0_04 Input BOOT_CFG1[0]
GPIO_B0_05 Input BOOT_CFG1[1]
GPIO_B0_06 Input BOOT_CFG1[2]
GPIO_B0_07 Input BOOT_CFG1[3]
GPIO_B0_08 Input BOOT_CFG1[4]
GPIO_B0_09 Input BOOT_CFG1[5]
GPIO_B0_10 Input BOOT_CFG1[6]
GPIO_BO_11 Input BOOT_CFG1[7]
GPIO_B0_12 Input BOOT_CFG2[0]
GPIO_B0_13 Input BOOT_CFG2[1]
GPIO_BO_14 Input BOOT_CFG2[2]
GPIO_BO0_15 Input BOOT_CFG2[3]

NOTE
Refer to the Fusemap chapter for more information on fuses
mapped to the GPIO pins.

The input pins provided are sampled at boot, and can be used to override the
corresponding eFUSE values, depending on the setting of the BT_FUSE_SEL fuse.

8.4.3 Device Configuration Data (DCD)

The DCD is the configuration information contained in the program image (external to
the ROM) that the ROM interprets to configure various on-chip peripherals. See Device
Configuration Data (DCD) for more details on DCD.

8.5 Device initialization
This section describes the details of the ROM and provides the initialization details.
This includes details on:

e The ROM memory map

* The RAM memory map

e On-chip blocks that the ROM must use or change the POR register default values
* Clock initialization
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e Enabling the L1 I/D cache
» Exception handling and interrupt handling

8.5.1 Internal ROM/RAM memory map
These figures show the internal ROM and RAM memory map:

0x0021_FFFF 0x2020_7FFF
ROM Code OCRAM
(vector table, (BSS, RW,
ROM version, STACK , etc.)
ROM APIs,
etc.)
0x0020_0000 0x2020_0000
ROM Memory Map RAM Memory Map

Figure 8-2. Internal ROM and RAM memory map

NOTE
The entire OCRAM region can be used freely after the boot.

8.5.2 Boot block activation

The boot ROM affects a number of different hardware blocks which are activated and
play a vital role in the boot flow.

The ROM configures and uses the following blocks (listed in an alphabetical order)
during the boot process. Note that the blocks actually used depend on the boot mode and
the boot device selection:
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Block Description
CCM Clock Control Module
FlexSPI Flexible SPI Interface which supports serial NOR, Serial NAND and serial RAM devices
OCOTP On Chip One Time Programmable Controller containing the eFUSEs
IOMUXC I/O Multiplexer Control which allows the GPIO use to override the eFUSE boot settings
IOMUX GPR I/O Multiplexer control General Purpose Registers
LPSPI Low Power SPI interface which supports serial NOR/EEPROM devices
SEMC Smart External Memory Controller which supports parallel NOR and RAWNAND (SLC)
devices
SNVS Secure Non- Volatile Storage
SRC System Reset Controller
uSB Used for Serial download of a boot device provisioning program
uSDHC Ultra-Secure Digital Host Controller
WDOG 1 WatchDog Timer
TRNG True Random Number Generator
PIT Periodic Interrupt Timer

8.5.3 Clocks at boot time

The table below shows the various clocks and their sources used by the ROM.

Table 8-6. Normal Frequency Clock Configurations

BOOT_FREQ(0x460[2])

LPB_BOOT(0x470[22:21]) Core Clock Frequency(MHz)

396
198
99
49.5

528
264
132
66

WIN|=2|O|lW[N|=|O

Following reset, the ARM core has access to all peripherals. The ROM code will disable
the clocks listed in the following table:

Table 8-7. List of Disabled Clocks

Clock Name

CCM_CCGR0_CG6

CCM_CCGRo0_CG7

Table continues on the next page...
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Table 8-7. List of Disabled Clocks (continued)

Clock Name

CCM_CCGR0_CG8
CCM_CCGRO0_CG9
CCM_CCGR0_CG10
CCM_CCGRo0_CG12
CCM_CCGR0_CG13
CCM_CCGR0_CG14
CCM_CCGR1_CGoO
CCM_CCGR1_CG1
CCM_CCGR1_CG2
CCM_CCGR1_CG3
CCM_CCGR1_CG4
CCM_CCGR1_CG5
CCM_CCGR1_CG6
CCM_CCGR1_CGs8
CCM_CCGR1_CG12
CCM_CCGR2_CG1
CCM_CCGR2_CG3
CCM_CCGR2_CG4
CCM_CCGR2_CG5
CCM_CCGR2_CG14
CCM_CCGR2_CG15
CCM_CCGR3_CGo
CCM_CCGR3_CG1
CCM_CCGR3_CG3
CCM_CCGR3_CG5
CCM_CCGR3_CG10
CCM_CCGR3_CG11
CCM_CCGR3_CG12
CCM_CCGR3_CG13
CCM_CCGR4_CG8
CCM_CCGR4_CG9
CCM_CCGR4_CG10
CCM_CCGR4_CG11
CCM_CCGR4_CG12
CCM_CCGR4_CG13
CCM_CCGR4_CG14
CCM_CCGR4_CG15
CCM_CCGR5_CG1
CCM_CCGR5_CG3

Table continues on the next page...
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Clock Name

CCM_CCGR5_CG4

CCM_CCGR5_CG7

CCM_CCGR5_CG9

CCM_CCGR5_CG10

CCM_CCGR5_CG11

CCM_CCGR5_CG12

CCM_CCGR5_CG13

CCM_CCGR6_CGO

CCM_CCGR6_CGH1

CCM_CCGR6_CG2

CCM_CCGR6_CG5

CCM_CCGR6_CG6

CCM_CCGRe6_CG7

CCM_CCGR6_CG8

CCM_CCGR6_CG12

CCM_CCGR6_CG13

CCM_CCGR6_CG14

CCM_CCGR6_CG15

The boot ROM configures critical clock-related registers as follows, boot at 396 MHz by

default:
CCM_ANALOG_PLL_ARM 0x80002402
CCM_ANALOG_PLL_SYS 0x80002001
CCM_ANALOG_PLL_USBH1 0x80003040
CCM_ANALOG_PFD_528 0x18131818
CCM_ANALOG_PFD_480 OxOF1A2323
CCM_CACRR 0x00000001
CCM_CBCDR 0x000A8200
CCM_CSCDRH1 0x06490B0C
CCM_CBCMR Ox35AE8304
CCM_CSCMRT1 0x67830001

8.5.4 Enabling Caches

The boot ROM includes a feature that enables the caches to improve the boot speed.
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L1 instruction cache is enabled at the start of image download. And, the L1 data cache is
enabled at the start of image authentication.

By default, the LL1-ICache and DCache are enabled by ROM. However, there are fuse bits
that can be programmed for ROM not to enable the L1 I/DCache at boot.

The Cache features are controlled by the BT _ICACHE_DISABLE fuse and
BT_DCACHE_DISABLE fuses. By default, both fuses are not blown meaning the ROM
uses the L1-ICache and L1-DCache of the ARM core. This improves the performance of
the HAB signature verification software.

8.5.5 Exception handling

The exception vectors (interrupt vectors/vector table) are located at the start of ROM.
During the boot phase, CPU loads the SP and PC from exception vectors and then boot to
ROM.

After boot the program image can relocate the vectors as required.

8.5.6 Interrupt handling during boot

No special interrupt-handling routines are required during the boot process. The
interrupts are disabled during the boot ROM execution and may be enabled in a later boot
stage.

8.5.7 Persistent bits

Some modes of the boot ROM require the registers that keep their values after a warm
reset. The SRC General-Purpose registers are used for this purpose.

See this table for persistent bits list and description:

Table 8-8. Persistent bits

Bit name Bit location Description

PERSIST_SECONDARY_BOOT SRC_GPR10[30] This bit identifies which image must be used—
primary and secondary. Used only for eMMC/SD/
FlexSPI1 NOR boot.

PERSISTENT_ENTRYO0[31:0] SRC_GPR1[31:0] Holds the entry function for the CPUO to wake up
from the low-power mode.
PERSISTENT_ARGO[31:0] SRC_GPR2[31:0] Holds the argument of entry function for the CPUO

to wake up from the low-power mode.

Table continues on the next page...
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Table 8-8. Persistent bits (continued)

Bit name Bit location Description

PERSIST_REDUNDANT_BOOT SRC_GPR10[27:26] This field identifies which image must be used -
0/1/2/3. Used for both SPI NAND and SLC raw
NAND devices.

8.6 Boot devices (internal boot)
The chip supports these boot flash devices:

e Serial NOR flash via FlexSPI Interface

e Serial NAND Flash via FlexSPI Interface

 Parallel NOR flash with the Smart External Memory Controller (SEMC), located on
CSO0, 16-bit bus width.

* NAND Flash with SEMC interface, located on CS0, 8-bit/16-bit bus width.

* SD/MMC/eSD/SDXC/eMMC4.4 via uSDHC interface, supporting high capacity
cards

e Serial NOR/EEPROM boot via LPSPI

The selection of the external boot device type is controlled by the BOOT_CFG1[7:4]
eFUSEs. See this table for more details:

Table 8-9. Boot device selection

BOOT_CFG1[7:4] Boot device
0000b Serial NOR boot via FlexSPI
01xxb SD Boot via uSDHC
10xxb eMMC/MMC boot via uSDHC
001xb SLC NAND boot via SEMC
0001b Parallel NOR boot via SEMC
11xxb Serial NAND boot via FlexSPI

8.6.1 Serial NOR Flash Boot via FlexSPI
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8.6.1.1 Serial NOR eFUSE Configuration
Table 8-10. Fuse definition for Serial NOR over FlexSPI

Fuse Config Definitions GPIO Shipped Value Settings
BOOT_CFG1[0] OEM xSPI FLASH Auto |Yes 0 0 — Disabled
Probe 1 — Enabled
BOOT_CFG1[1] OEM Encrypted XIP Yes 0 0 — Disabled
1 — Enabled
BOOT_CFG1[3:2] |OEM xSPI FLASH Auto |Yes 0 0 — QuadSPI NOR
Probe Type 1 - MXIC Octal

2 — Micron Octal
3 — Adesto Octal

BOOT_CFG1[7:4] |OEM Boot device Yes 0 0 — Serial NOR
selection device is selected
as boot device

BOOT_CFG2[2:0] |OEM Flash Type Yes 0 000b—Device
supports 3B read
by default

001b—Device
supports 4B read
by default

010b—HyperFlash
1Vv8

011b—HyperFlash
3V3

100b—MXIC Octal
DDR

101b—Micron Octal
DDR

111b—QSPI device
supports 3B read
by default (on
secondary pinmux

option)
0x6EOQ[5:4] OEM Hold time before No 0 0 —500us
(BOOT_CONFIG_ access the Flash 1-1ms
MISC) device

2 - 3ms

3-10ms
OX6EO[3:1] OEM xSPI FLASH No 0 0 - 100MHz
(BOOT_CONFIG._ Frequency 1= 120MHz
MISC) 2~ 133MHz

3 - 166MHz

5 — 80MHz

6 — 60MHz

Others — Reserved

Table continues on the next page...
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Table 8-10. Fuse definition for Serial NOR over FlexSPI (continued)

Fuse Config Definitions GPIO Shipped Value Settings
O0x6EO0[11:8] OEM xSPI FLASH No 0 0 — Dummy cycles
(BOOT_CONFIG_ Dummy Cycle is auto-probed
MISC) Others — Actual

dummy cycles for

Read command
O0x6EQ[15:12] OEM xSPI FLASH image |No 0 0 — Image size
(BOOT_CONFIG._ size equals to

Secondary Image
MISC)

offset

1-1MB

2-2MB

12 - 12MB

13 — 256KB

14 - 512KB

15 - 768KB
0x6E0[23:16] OEM xSPI No 0 Offset = 256KB x
(BOOT_CONFIG ZI_EA%I-L_FSSEEC_JI__IMA fuse value
MISC) -

NOTE

If the xSPI FLASH Auto Probe feature is enabled, the
following is the logic how this feature works with other fuse
combinations:

* Flash Type - If Flash type is 0, the "xSPI FLASH Auto
Probe Type" takes effect for the Flash type selection. If
Flash Type is greater than 1, the "Flash Type" Fuse is used
for Flash type selection, ROM will issue specific command
to probe the presence of Serial NOR FLASH.

» xSPI FLASH Frequency - This field is used for specifying
the Flash working frequency.

8.6.1.2 FlexSPI Serial NOR Flash Boot Operation

The Boot ROM attempts to boot from Serial NOR flash if the BOOT_CFGI1 [7:4] fuses
are programmed to Ob’0000 as shown in the Serial NOR eFUSE Configuration table, then
the ROM will initialize FlexSPI interface. FlexSPI interface initialization is a two-step
process.
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The ROM expects the 512-byte FlexSPI NOR configuration parameters as explained in
next section to be present at offset 0 in Serial NOR flash. The ROM can probe the
presence of Serial NOR Flash and generate these configuration parameters accordingly
via the combination of Fuses in the table above, or reads these configuration parameters
using the read command specified by BOOT_CFG2[2:0] with Serial clock operating at
30 MHz.

In the second step, ROM configures FlexSPI interface with the parameters provided in
configuration block read from Serial NOR flash and starts the boot procedure. Refer to
Table 8-18 for details regarding FlexSPI configuration parameters and to the FlexSPI
NOR boot flow chart for detailed boot flow chart of FlexSPI NOR.

Both booting an XIP and non XIP image are supported from Serial NOR Flash. For XIP
boot, the image has to be built for FlexSPI address space and for non XIP the image can
be built to execute from Internal RAM.
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8.6.1.3 FlexSPI NOR boot flow chart

Start

A
Configure FlexSPI Pinmux and
Clock to 30MHz to perform basic
read operation or flash probe operation

Get Configuration parameter

Configure IOMUXC, LUT,
controller and clock based on the
configuration parameter read from
Flash device

Configure Flash device to desired
mode based on configuration
parameter

Set boot device parameter( initial
image address, memory range,

etc).
No .
Image == XIP p» Copy image to OCRAM
Execute the image from FlexSPI Execute Image from
address space OCRAM

Figure 8-3. FlexSPI NOR boot flow

8.6.2 Serial NAND Flash Boot over FlexSPI

The boot ROM supports a number of Serial NAND Flash devices from different vendors.
The Embedded Error Correction and Control (ECC) module in SPI NAND devices are
used to detect and correct the errors.
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8.6.2.1

Serial NAND eFUSE Configuration

The boot ROM determines the configuration of external Serial NAND flash by
parameters, either provided by eFUSE, or sampled on GPIO pins during boot. See below

table for parameters details.

Page Read Time
(in terms of micro
seconds)

Table 8-11. Fuse definition for Serial NAND over FlexSPI
Fuse Config Definitions GPIO Shipped Value Settings
BOOT_CFG1[1:0] |OEM Search Stride for | Yes 0-64
FCB and DBBT 1-128
Search strides in
terms of page 2 - 256
3-32
BOOT_CFG1[3:2] |OEM Hold Time before |Yes 0 - Hold time
access to Serial determined by
NAND Read Status
command
1 - 500us
2-1ms
3-3ms
BOOT_CFG1[4] OEM Column address Yes 0 - 12 bits
width 1- 13 bits
BOOT_CFG1[5] OEM Default safe Yes 0 — High Speed
communication (50MHz)
frequency 1 — Low Speed
(30MHz)
BOOT_CFG1[7:6] |OEM Primary boot Yes 00 — Serial NOR
device selection 11 — Serial NAND
BOOT_CFG2[0] OEM Boot Search Count |Yes 0-1
of FCB and DBBT 1.2
BOOT_CFG2[2:1] |OEM CS de-asserted Yes 0-100ns
interval between 1~ 200ns
two commands
2 —400ns
3 —-50ns
0x6E0[7] OEM SPI NAND BOOT - |No 0 — Use default
Override Busy busy bit offset 0
Offset 1 — Override default
busy bit offset
using Busy bit
offset
0x6E0Q[3:0] OEM SPI NAND BOOT - |No
Busy Bit offset
0x6E0[13:8] OEM SPI NAND Boot - |[No

Table continues on the next page...
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Table 8-11. Fuse definition for Serial NAND over FlexSPI (continued)

Fuse Config Definitions GPIO Shipped Value Settings
0x6E0[23:16] OEM Page Read No 0 Available only if it is
Command not 0
0x6F0[31:24] OEM Cache Read No 0 Available only if it is
command not 0
NOTE

BOOT_CFGx sampled on GPIO pins depends on
BT_FUSE_SEL setting.

8.6.2.2 FlexSPI NAND Flash Boot Flow and Boot Control Blocks
(BCB)

There are two BCB data structures:

 FCB
* DBBT

As part of the NAND media initialization, the ROM driver uses safe NAND timings to
search for a Firmware Configuration Block (FCB) that contains the optimum NAND
timings, page address of Discovered Bad Block Table (DBBT) Search Area and start
page address of primary and secondary firmware.

The built-in HW ECC in Serial NAND device is used during data read, the FCB data
structure is protected using CRC checksum. Driver reads raw 2048 bytes of first sector
and runs through CRC check that determines whether FCB data is valid or not.

If the FCB is found, the optimum NAND timings are loaded for further reads. If the ECC
fails, or the fingerprints do not match, the Block Search state machine increments page
number to Search Stride number of pages to read for the next BCB until SearchCount
pages have been read.

If search fails to find a valid FCB, the NAND driver responds with an error and the boot
ROM enters into serial download mode.

The FCB contains the page address of DBBT Search Area, and the page address for
primary and secondary boot images. DBBT is searched in DBBT Search Area just like
how FCB is searched. After the FCB is read, the DBBT is loaded, and the primary or
secondary boot image is loaded using starting page address from FCB.

Figure 8-4 shows the state diagram of FCB search.
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START

4

Current Page =0,
Search Stride = Stride Size Fuse Value,
Search Count= Boot Search Count Fuse Value

A

Read 1 page,
ReadCount ++
Current Page += Search
Stride
Y
YES
4

. Read Count <

Is Valid FCB? N Search Count
YES NO

Recovery Devicd
NCB Found Serial Loader

Figure 8-4. FCB Search Flow

Once FCB i1s found, the boot ROM searches for the Discovered Bad Blocks Table
(DBBT). If DBBT Search Area is 0 in FCB, then ROM assumes that there are no bad
blocks on NAND device boot area. See Figure 8-5 for the DBBT search flow.
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START

Current Page= DBBT Start Page
Search Stride= Stride Size Fuse Valug
Search Count=4

A

Read 1 page,
ReadCount ++ “
Current Page += Search
Stride
YES
Y
] Read Count <
Is Valid DBBT? N Search Count
YES

:

DBBT Found, Copy to IRAM

A 4
DBBT Found DBBT Not Found

Figure 8-5. DBBT Search Flow

The BCB search and load function also monitors the ECC correction threshold and sets
the PERSIST_BLOCK_REWRITE persistent bit if the threshold exceeds the maximum
ECC correction ability.

If during primary image read there is a page with a number of errors higher than ECC can
correct, the boot ROM will turn on PERSIST_SECONDARY_BOOT bit and perform
SW reset (After SW reset, secondary image is used).
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If during secondary image read there is a page with number of errors higher than ECC
can correct, the boot ROM goes to serial loader.

8.6.2.3 Firmware Configuration Block

The FCB is at the first page in the first good block. The FCB should be present at each
search stride of the search area.

The search area contains copies of the FCB at each stride distance, in case the first Serial
NAND block becomes corrupted, the ROM will find its copy in the next Serial NAND
block. The search area should span over at least two Serial NAND blocks. The location
information for DBBT search area and images are all specified in the FCB. Table 25-9
show the Flash Control Block Structure.

Table 8-12. Flash Control Block Structure

Name Offset Size Bytes Description
crcChecksum 0x000 4 Checksum
fingerprint 0x004 4 Ox4E46_4342
ASCII: “NFCB”
version 0x008 4 0x0000_0001
DBBTSearchStartPage 0x00C 4 Start Page address for bad
block table search area
searchStride 0x010 2 Search stride for DBBT and

FCB search. Not used by
ROM Max value is 8.

searchCount 0x012 2 Copies of DBBT and FCB.
Not used by ROM, max value
is 8.

firmwareCopies 0x014 4 Firmware copies

Valid range 1-8.
Reserved 0x018 40 Reserved for future use

Must be set to 0.

firmwarelnfoTable 0x40 64 This table consists of (up to 8
entries):
Field Size | Descrip
tion
StartPag |4 Start
e page of
this
firmware
pageCo |4 Pages in
unt this
firmware

Table continues on the next page...
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Table 8-12. Flash Control Block Structure

Chapter 8 System Boot

Name Offset Size Bytes Description
NOTE: The StartPage must
be the first page of a
NAND block.
Reserved 0x080 128 Reserved
Must be set to 0
spiNandConfigBlock 0x100 512 Serial NAND configuration
block over FlexSPI
Reserved 0x300 256 Must be setto 0
NOTE
1. The “crcChecksum” is calculated with an MPEG?2 variant
of CRC-32. See Table 8-13 for more details.
2. The “crcChecksum” calculation starts from fingerprint to
the end of FCB, 1020 bytes in total.
3. The “spiNandConfigBlock™ is FlexSPI NAND
configuration block which consists of common FlexSPI
memory configuration block and Serial NAND specified
configuration parameters.
Table 8-13. CRC-32 variant algorithm
Property Description
Width 32 bits
Polynomial 0x04C11BD7
Init Value OxFFFFFFFF
Reflect in False
Reflect Out False
XOR Out 0x00000000
8.6.2.4 Discovered Bad Blocks Table (DBBT)
Table 8-14. DBBT Structure
Name Offset Size in Bytes Decription
crcChecksum 0x000 Checksum
Fingerprint 0x004 32-bit word with a value of

0x4442_4254, in ASCII
“DBBT”

Table continues on the next page...
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Table 8-14. DBBT Structure (continued)

Name Offset Size in Bytes Decription

Version 0x008 4 32-bit version number, this
version of DBBT is
0x00000001

0x00C 4 Reserved

badBlockNumber 0x010 4 Number of bad blocks

Reserved 0x014 12 Must be filled with 0x00s

Bad Block entries 0x020 1024 Each bad block entry is a 32-

bit value specifying the
number of a found bad block.
The number of valid bad block
entries is specified by the
badBlockNumber field, where
valid bad block entries are
stored sequentially starting at
the beginning of the bad block
entries segment. Unused bad
block entries (those beyond
the badBlockNumber) should
be filled with OxFs.

(256*4)

NOTE
1. Maximum badBlockNumber is 256.

2. The "crcChecksum" is calculated with the same algorithm
as the one in FCB, from Fingerprint to the end of DBBT,
1052 bytes in total.

8.6.2.5 Bad block handling in ROM

During the firmware boot, at the block boundary, the Bad Block table is searched for a
match to the next block.

If no match 1s found, the next block can be loaded. If a match is found, the block must be
skipped and the next block checked.

8.6.3 Serial NOR and NAND configuration based on FlexSPI
interface

The ROM SW supports Serial NOR and Serial NAND based on FlexSPI module, using a
448-bytes common FlexSPI configuration block and several specified parameters for
Serial NOR and Serial NAND respectively. See below sections for more details.
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8.6.3.1 FlexSPI Configuration Block

FlexSPI Configuration block consists of parameters regarding specific Flash devices
including read command sequence, quad mode enablement sequence (optional), etc.

Table 8-15. FlexSPI Configuration block

Name Offset Size(bytes) Description
Tag 0x000 4 0x42464346, ascii: 'FCFB'
Version 0x004 4 0x56010000 / 0x56010100
[07:00] bugfix =0
[15:08] minor
[23:16] major = 1
[31:24] ascii 'V’
- 0x008 4 Reserved
readSampleClkSrc 0x00C 1 0 — internal loopback

1 — loopback from DQS pad

3 — Flash provided DQS

csHoldTime 0x00D 1 Serial Flash CS Hold Time Recommend default value is 0x03
csSetupTime 0x00E 1 Serial Flash CS setup time

Recommended default value is 0x03
columnAdressWidth 0x00F 1 3 — For HyperFlash

12/13 — For Serial NAND, see datasheet to find correct value

0 — Other devices

deviceModeCfgEnable |0x010 1 Device Mode Configuration Enable feature
0 — Disabled
1 — Enabled
- 0x011 1 Reserved
waitTimeCfgCommands | 0x013 2 Wait time for all configuration commands, unit 100us.

Available for device that support v1.1.0 FlexSPI configuration
block. If it is greater than 0, ROM will wait
waitTimeCfgCommands * 100us for all device memory
configuration commands instead of using read status to wait
until these commands complete.

deviceModeSeq 0x014 4 Sequence parameter for device mode configuration

Bit[7:0] - number of LUT sequences for Device mode
configuration command

Bit[15:8] - starting LUT index of Device mode configuration

command
Bit[31:16] - must be 0
deviceModeArg 0x018 4 Device Mode argument, effective only when
deviceModeCfgEnable = 1
configCmdEnable 0x01C 1 Config Command Enable feature

Table continues on the next page...
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Table 8-15. FlexSPI Configuration block (continued)

Name

Offset

Size(bytes)

Description

0 — Disabled
1 - Enabled

0x01D

Reserved

configCmdSeqs

0x020

Sequences for Config Command, allow 3 separate
configuration command sequences.

0x02C

Reserved

cfgCmdArgs

0x030

Arguments for each separate configuration command
sequence.

0x03C

Reserved

controllerMiscOption

0x040

Bit0 — differential clock enable

Bit1 — CK2 enable, must set to 0 in this silicon

Bit2 — ParallelModeEnable, must set to O for this silicon
Bit3 — wordAddressableEnable

Bit4 — Safe Configuration Frequency enable set to 1 for the
devices that support DDR Read instructions

Bit5 — Pad Setting Override Enable

Bit6 — DDR Mode Enable, set to 1 for device supports DDR
read command

deviceType

0x044

1 — Serial NOR
2 — Serial NAND

sflashPadType

0x045

1 — Single pad
2 — Dual pads

4 — Quad pads
8 — Octal pads

serialClkFreq

0x046

Chip specific value, for this silicon
1 —30 MHz

2 - 50 MHz

3-60 MHz

4 —75 MHz

5—80 MHz

6 — 100 MHz

7 — 120 MHz

8 — 133 MHz

9 - 166 MHz

Other value: 30 MHz

lutCustomSeqEnable

0x047

0 — Use pre-defined LUT sequence index and number

1 - Use LUT sequence parameters provided in this block

0x048

Reserved

sflashA1Size

0x050

For SPI NOR, need to fill with actual size

Table continues on the next page...
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Table 8-15. FlexSPI Configuration block (continued)

Name Offset Size(bytes) Description

For SPI NAND, need to fill with actual size * 2

sflashA2Size 0x054 4 The same as above

sflashB1Size 0x058 4 The same as above

sflashB2Size 0x05C 4 The same as above

csPadSettingOverride | 0x060 4 Set to 0 if it is not supported

sclkPadSettingOverride |0x064 4 Set to 0 if it is not supported

dataPadSettingOverride | 0x068 4 Set to 0 if it is not supported

dgsPadSettingOverride |0x06C 4 Set to 0 if it is not supported

timeoutinMs 0x070 0 Maximum wait time during read busy status
0 — Disabled timeout checking feature Other value — Timeout
if the wait time exceeds this value.

commandinterval 0x074 4 Unit: ns
Currently, it is used for SPI NAND only at high frequency

dataValidTime 0x078 4 Time from clock edge to data valid edge, unit ns. This field is
used when the FlexSPI Root clock is less than 100 MHz and
the read sample clock source is device provided DQS signal
without CK2 support.
[31:16] data valid time for DLLB in terms of 0.1 ns
[15:0] data valid time for DLLA in terms of 0.1 ns

busyOffset 0x07C busy bit offset, valid range :0-31

busyBitPolarity 0x07E 0 — busy bit is 1 if device is busy
1 — busy bit is 0 if device is busy

lookupTable 0x080 256 Lookup table

lutCustomSeq 0x180 48 Customized LUT sequence, see below table for details.

0x1B0O 16 Reserved for future use
Note:

1. To customize the LUT sequence for some specific device, users need to enable
“lutCustomSegEnable” and fill in corresponding “lutCustomSeq” field specified by

command index below.

2. For Serial (SPI) NOR, the pre-defined LUT index is as follows:
Table 8-16. LUT sequence definition for Serial

NOR

Command Index Name Index in lookup table Description

0 Read 0 Read command
Sequence

1 ReadStatus 1 Read Status
command

2 WriteEnable 3 Write Enable
command sequence

Table continues on the next page...
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3. For Serial (SPI) NAND, the pre-defined LUT index is as follows:
Table 8-17. LUT sequence definition for Serial

(continued)

Table 8-16. LUT sequence definition for Serial NOR

Command Index Name Index in lookup table Description
3 EraseSector 5 Erase Sector
Command
4 PageProgram 9 Page Program
Command
ChipErase 11 Full Chip Erase
Dummy 15 Dummy Command as
needed
7-12 Reserved 2,4,6,7,8,10,12,13,14 All reserved indexes
can be freely used for
other purpose
13 NOR_CMD_LUT_SE 13 Read SFDP sequence
Q_IDX_READ_SFDP in lookupTable id
stored in config block
14 NOR_CMD_LUT_SE 14 Restore 0-4-4/0-8-8

Q_IDX_RESTORE_N
OCMD

mode sequence id in
lookupTable stored in
config block

NAND

Command Index Name Index in lookup table Description

0 ReadFromCache 0 Read from cache

1 ReadStatus 1 Read Status

2 WriteEnable 3 Write Enable

3 BlockErase 5 Erase block

4 ProgramLoad 9 Program Load

5 ReadPage 11 Read page to cache

6 ReadEccStatus 13 Read ECC Status

7 ProgramExecute 14 Program Execute

8 ReadFromCacheOdd 4 Read from Cache
while page in odd
plane

9 ProgramLoadOdd 10 Program Load for
pages within odd
blocks

Reserved 2,6,7,8,12,15 All reserved indexes

can be freely used for
other purposes
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NOTE
1. All the pre-defined LUT indexes are only applicable to
boot stage. User application can use the whole 16 LUT
entries freely based on their requirement.
2. The FlexSPI NOR ROM APIs occupy LUT index 0-5. User
application should NOT use these LUT indexes if the
ROM API is called in their application frequently.

8.6.3.2 Serial NOR configuration block (512 bytes)
Table 8-18. Serial NOR configuration block

Name Offset Size (Bytes) Description

memCfg 0 448 The common memory
configuration block, see
FlexSPI configuration block
for more details

pageSize 0x1CO 4 Page size in terms of bytes,
not used by ROM

sectorSize 0x1C4 4 Sector size in terms of bytes,
not used by ROM

ipCmdSerialClkFreq 0x1C8 4 Chip specific value, not used
by ROM

0 — No change, keep current
serial clock unchanged

1 - 30 MHz

2 - 50 MHz

3-60 MHz

4 —75 MHz

5—80 MHz

6 — 100 MHz

7 —120 MHz

8 — 133 MHz

9 - 166 MHz

Reserved 0x1CC 52 Reserved for future use
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8.6.3.3 Serial NAND configuration block (512 bytes)
Table 8-19. Serial NAND configuration block

Name Offset Size (Bytes) Description

memCfg 0 448 The common memory
configuration block, see
FlexSPI configuration block
for more details

pageDataSize 0x1CO 4 Page size in terms of bytes,
usually, it is 2048 or 4096
pageTotalSize 0x1C4 4 It equals to 2 ~ width of
column adddress
pagesPerBlock 0x1C8 4 Pages in one block
bypassReadStatus 0x1CC 1 0 — Read Status Register
1 — Bypass Read status
register
bypassEccRead 0x1CD 1 0 — Perform ECC read
1 — Bypass ECC read
hasMultiPlanes 0x1CE 1 0 —Only 1 plane
1 — Has two planes
skippOddBlocks 0x1CF 1 0 — Read Odd blocks
1 — Skip Odd blocks
eccCheckCustomEnable 0x1DO 1 0 — Use the common ECC

check command and ECC
related masks

1 - Use ECC check related
masks provided in this
configuration block

ipCmdSerialClkFreq 0x1D1 1 Chip specific value, not used
by ROM

0 — No change, keep current
serial clock unchanged

1-30 MHz
2 -50 MHz
3 -60 MHz
4 —-75MHz
5-80 MHz
6 — 100 MHz
7 -120 MHz
8 — 133 MHz
9 - 166 MHz

readPageTimeUs 0x1D2 2 Wait time during page read,

this field will take effect on if
the bypassReadStatus is set
to 1.

Table continues on the next page...
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Table 8-19. Serial NAND configuration block (continued)

Name Offset Size (Bytes) Description
NOTE: Only applicable to
ROM.
eccStatusMask 0x1D4 4 ECC Status Mask
eccFailureMask 0x1D8 4 ECC Check Failure mask
blocksPerDevice 0x1DC 4 Blocks in a Serial NAND
Reserved Ox1ED 32 Reserved for future use

Below is an example of Serial NAND configuration block for Winbond
W25N01GVZEIG:

const flexspi nand config t kSerialNandCfgBlk =

.memConfig =
{
.tag = FLEXSPI_CFG BLK TAG,
.version = FLEXSPI_CFG_BLK VERSION,
.readSampleClkSrc = kFlexSPIReadSampleClk LoopbackInternally,
.dataHoldTime = 3,
.dataSetupTime = 3,
.columnAddressWidth = 12,
.deviceModeCfgEnable = 1,
.deviceModeSeq = { 1, 2 },
.deviceType = kFlexSpiDeviceType SerialNAND,
.sflashPadType = kSerialFlash 4Pads,
.serialClkFreq = kFlexSpiSerialClk 50MHz,
.lutCustomSegEnable = 0,
.sflashAlSize = 128 * 1024 * 1024U * 2, // Flash size = 2 * actual data size
(exclude spare space)

.lookupTable =
// Read cache 4 I/0
[4 * NOR CMD LUT SEQ IDX READ] = FLEXSPI LUT SEQ(CMD SDR, FLEXSPI 1PAD, O0xEB,
CADDR_SDR, FLEXSPI 4PAD, 0x10),
[4 * NOR CMD LUT SEQ IDX READ + 1] = FLEXSPI LUT SEQ(DUMMY SDR, FLEXSPI 4PAD,

0x04, READ _SDR, FLEXSPI 4PAD, 0x80) ,

// Clear Statusl flag

[4 * 2] = FLEXSPI LUT SEQ(CMD SDR, FLEXSPI 1PAD, 0x1F, CMD SDR, FLEXSPI 1PAD,
0xA0) ,

[4 * 2 + 1] = FLEXSPI_LUT_SEQ(CMD_SDR, FLEXSPI 1PAD, 0x00, STOP, FLEXSPI 1PAD,
0x00) ,

// Read Page

[4 * NAND CMD LUT SEQ IDX READPAGE] = FLEXSPI LUT SEQ(CMD SDR, FLEXSPI 1PAD,
0x13, RADDR_SDR, FLEXSPI_ 1PAD, 0x18),

// Read Status

[4 * NAND CMD_LUT SEQ TDX READSTATUS] = FLEXSPI_LUT SEQ(CMD SDR, FLEXSPI_1PAD,
0x0F, CMD_SDR, FLEXSPI_1PAD, 0xCO),
[4 * NAND CMD LUT SEQ IDX READSTATUS + 1] = FLEXSPI LUT SEQ(READ_ SDR,

FLEXSPI 1PAD, 0x01, STOP, FLEXSPI 1PAD, O0),

// Write Enable
[4 * NAND CMD LUT SEQ IDX WRITEENABLE]
0x06, STOP, FLEXSPI_1PAD, 0),

FLEXSPI LUT SEQ(CMD_ SDR, FLEXSPI 1PAD,

// Page Program Load 4x

[4 * NAND CMD LUT SEQ IDX PROGRAMLOAD]
0x32, CADDR_SDR, FLEXSPI_1PAD, 0x10),

[4 * NAND CMD LUT SEQ IDX PROGRAMLOAD + 1] = FLEXSPI LUT SEQ (WRITE_SDR,
FLEXSPI 4PAD, 0x40, STOP, FLEXSPI 1PAD, O0),

// Page Program Execute

[4 * NAND_CMD_LUT_SEQ_IDX_PROGRAMEXECUTE] = FLEXSPI_LUT_SEQ(CMD_SDR,

FLEXSPI LUT SEQ(CMD SDR, FLEXSPI 1PAD,

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 229




Boot devices (internal boot)

FLEXSPI 1PAD, 0x10, RADDR SDR, FLEXSPI_ 1PAD, 0x18),

// Erase Sector

[4 * NAND CMD LUT SEQ IDX ERASEBLOCK] = FLEXSPI LUT SEQ(CMD SDR, FLEXSPI 1PAD,
0xD8, RADDR_SDR, FLEXSPI_ 1PAD, 0x18),

// Read ECC status

[4 * NAND CMD_LUT SEQ IDX READECCSTAT] = FLEXSPI_LUT SEQ(CMD_SDR, FLEXSPI_1PAD,
0x0F, CMD_SDR, FLEXSPI_1PAD, 0xCO),
[4 * NAND CMD LUT SEQ IDX READECCSTAT + 1] = FLEXSPI LUT SEQ(READ SDR,

FLEXSPI_lPAD, 0x01, STOP, FLEXSPI_lPAD, 0),
.pageDataSize = 2048,

.pageTotalSize 4096,
.pagesPerBlock 64,

8.6.4 Parallel NOR flash Boot over SEMC

The Smart External Memory Controller (SEMC) works in an asynchronous mode, and
supports Muxed Address/Data scheme.

8.6.4.1 Parallel NOR eFUSE Configuration

The boot ROM determines the configuration of external Parallel NOR flash by
parameters, either provided by eFUSE, or sampled on GPIO pins during boot. See below
table for parameters details.

Table 8-20. Fuse definition for Parallel NOR over SEMC

Fuse Config Definitions GPIO Shipped Settings
Value
BOOT_CFG [7:4] OEM Primary boot device Yes 0000 0001 — Parallel NOR
selection
BOOT_CFG [2:0] OEM SEMC Clock frequency |Yes 000 000 — 33MHz
001 — 66MHz
010 — 108MHz
011 - 133MHz
1xx — 166MHz
BOOT_CFG [8] OEM AC timing parameter Yes 0 0 — Default configuration

configuration 1 — Configured by Fuse

BOOT_CFG [9] OEM Data port size Yes 0 0 - 16 bits
1 -8 bits
BOOT_CFG [10] OEM DQS pin pad Yes 0 0 - Disabled
enablement 1 — Enabled
0x6E0[2:0] OEM PCS pin selection No 000 000 — CSX0
001 — CSX1
010 - CSX2

Table continues on the next page...
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Table 8-20. Fuse definition for Parallel NOR over SEMC (continued)

REH

Fuse Config Definitions GPIO Shipped Settings
Value
011 — CSX3
1xx — A8
0x6E0[5:3] OEM Address port size No 000 0xx — <= 24 bits
100 — 25 bits
101 — 26 bits
110 — 27 bits
111 — 28 bits
O0x6EO0[6] OEM ADV pin polarity No 0 0 — Low active
1 — High active
0x6EO0[7] OEM RDY pin polarity No 0 0 — High active
1 — Low active
0x6E0[9:8] OEM AC timing parameter - |No 00 Value = (CES*5 + 1) cycle
CES
0x6E0[11:10] OEM AC timing parameter - |[No 00 Value = (CEH*5 + 1) cycle
CEH
0x6E0[13:12] OEM AC timing parameter - |No 00 Value = (CEITV*5 + 1) cycle
CEITV
O0x6E0Q[15:14] OEM AC timing parameter - |No 00 Value = (TA*5 + 1) cycle
TA
O0x6E0[19:16] OEM AC timing parameter - |No 0000 Value = (AS + 1) cycle
AS
0x6E0[23:20] OEM AC timing parameter - |[No 0000 Value = (AH + 1) cycle
AH
0x6E0[27:24] OEM AC timing parameter - |No 0000 Value = (REL + 1) cycle
REL
0x6E0[31:28] OEM AC timing parameter - |No 0000 Value = (REH + 1) cycle

8.6.4.2 SEMC Parallel NOR Flash Boot Operation

The Boot ROM attempts to boot from Parallel NOR flash if the BOOT_CFG [7:4] fuses
are programmed to Ob’0000 as shown in the Parallel NOR eFUSE Configuration table.

ROM supports booting from both XIP and non-XIP images from Parallel NOR Flash. For
XIP boot, the image has to be built for SEMC address space and for non XIP the image
can be built to execute from Internal RAM.
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8.6.5 Parallel NAND flash Boot over SEMC

The boot ROM supports a number of Parallel SLC NAND flash devices from different
vendors. Both the Error Correction and Control (ECC) module in NAND device and
software ECC algorithm (SECDED) in boot ROM can be used to detect the errors, based
on the fuse settings.

8.6.5.1 Parallel NAND eFUSE Configuration

The boot ROM determines the configuration of external Parallel NAND flash by
parameters, either provided by eFUSE, or sampled on GPIO pins, during boot. See below
table for parameters details:

Table 8-21. Fuse definition for Parallel NAND over SEMC

Fuse Config Definitions GPIO Shipped Settings
Value
BOOT_CFG [7:5] OEM Primary boot device Yes 000 001 — Parallel NAND
selection
BOOT_CFG [0] OEM Boot Search count of Yes 0 0-1
FCB and DBBT
1-2
BOOT_CFG [4:1] OEM Search stride for FCB | Yes 0000 0000 — 64
and DBBT in terms of Others — 2 A
pages BOOT_SEARCH_STRIDE
BOOT_CFG [8] OEM NAND ONFI compliant |Yes 0 0—-ONFI 1.0
1 — Non-ONFI
BOOT_CFG [9] OEM ECC selection Yes 0 0 — Software ECC (SECDED)
1 — Device ECC
NOTE: For “ECC selection”
option, it can only be
set as Device ECC
When NAND device
has built-in ECC
module and the ECC
module is enabled by
default.
BOOT_CFG [10] OEM DQS pin pad Yes 0 0 — Disabled
enablement 1 — Enabled
0x6E0[2:0] OEM PCS pin selection No 000 000 — CSX0
001 — CSX1
010 - CSX2
011 — CSX3
1xx — A8
O0x6EO0[4] OEM EDO mode No 0 0 — Disabled

Table continues on the next page...
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Table 8-21. Fuse definition for Parallel NAND over SEMC (continued)

Fuse Config Definitions GPIO Shipped Settings
Value

1 — Enabled
0x6EO0[5] OEM RDY pin polarity No 0 0 — High active

1 — Low active
O0x6E0[6] OEM Ready check type No 0 0 — R/B# pin

1 — Status Register
0x6E0[10:8] OEM Row Column address |No 000 Applicable only for Non-ONFI

mode device

00x — 5 bytes (CA2+RA3)
010 — 4 bytes (CA2+RA2)
011 — 3 bytes (CA2+RA1)
10x — 4 bytes (CA1+RA3)
110 — 3 bytes (CA1+RA2)
111 — 2 bytes (CA1+RA1)

O0x6E0[13:11] OEM Column address width |No 000 Applicable only for Non-ONFI
device

000 — 12 bits
001 — 09 bits
010 — 10 bits
011 — 11 bits
100 — 13 bits
101 — 14 bits
110 — 15 bits
111 — 16 bits

Ox6EQ[14] OEM Status command type |No 0 Applicable only for Non-ONFI
device

0 — Common (0x70)
1 — Enhanced (0x78)

0x6E0[18:16] OEM Pages in block No 000 Applicable only for Non-ONFI
device

000 — 128 pages
001 — 8 pages

010 — 16 pages
011 — 32 pages
100 — 64 pages
101 — 256 pages
110 — 512 pages
111 — 1024 pages

0x6E0[24] OEM Device ECC initial No 0 Applicable only for ONFI 1.0
status device
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Table 8-21. Fuse definition for Parallel NAND over SEMC

Fuse Config Definitions GPIO Shipped Settings
Value
0 — Enabled
1 — Disabled

8.6.5.2 Parallel NAND Flash Boot Control Blocks (BCB)

There are two BCB data structures:
* Firmware Configuration Block (FCB)
* Discovered Bad Blocks Table (DBBT)

As part of the Parallel NAND media initialization, the ROM driver uses proper Parallel
NAND parameters specified by FUSE to search for an FCB that contains the complete
Parallel NAND parameters, page address of DBBT Search Area and Image info,
including image copies, start page address and image size in terms of pages for each
image.

FCB data structure is protected using Embedded ECC module in Parallel NAND devices
or software ECC in ROM. The ROM driver reads 2048 bytes of first sector and checks
the ECC check status to determine whether FCB data is valid or not.

If the FCB is found, the complete NAND parameters (Parallel NAND configuration
block) are loaded for further reads, if the ECC fails, or the fingerprint does not match, or
the CRC checksum does not match, the Block Search state machine increments page
number to Search Stride number of pages to read for the next FCB until Search Count
pages have been read.

If search fails to find a valid FCB, the Parallel NAND driver responds with an error and
the boot ROM enters into Recovery boot mode (Secondary boot, if it is enabled, or Serial
download mode).

The FCB contains the page address of DBBT Search Area, and the info for images.
DBBT is searched in DBBT Search area just like how FCB is searched. After the FCB is
read, the DBBT is loaded, then the boot image is loaded using starting page address from
FCB.

8.6.5.3 Firmware Configuration Block (FCB)

The FCB is at the first page in the first good block. The FCB should be present at each
search stride of the search area.
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The search area contains copies of the FCB at each stride distance, in case the first Serial
NAND block becomes corrupted, the ROM will find its copy in the next Parallel NAND
block. The search area should span over at least two Parallel NAND blocks. The location
information for DBBT search area and images are all specified in the FCB. Below Table
shows the FCB Structure.

Name offset Size (Bytes) Description

bcbHeader 0x000 12 See Table 8-22 for details

DBBTSerachAreaStartPage |0x00c 4 Start Page address for bad
block table search area

searchStride 0x010 2 Search stride for DBBT and
FCB search. Not used by
ROM Max value is 8.

searchCount 0x012 2 Copies of DBBT and FCB.
Not used by ROM, max value
is 8.

firmwareCopies 0x014 4 Firmware copies
Valid range 1-8.

- 0x018 40 Reserved

firmwareTable 0x040 64 For details see Table 8-23

- 0x080 128 Reserved

nandConfig 0x100 256 Parallel NAND configuration
block over SEMC

- 0x200 512 Reserved

Table 8-22. Header Description

Field Size Description

crcChecksum 4 Checksum

fingerprint 4 0x4E46_4342

ASCII: “NFCB”
version 4 0x0000_0001
Table 8-23. Table Descriptions

Field Size Description

startPage 4 Start page of this firmware

pagesinFirmware 4 Pages in this firmware

NOTE

e The “crcChecksum” is calculated with an MPEQG?2 variant

of CRC-32.
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e The “crcChecksum” calculation starts from fingerprint to
the end of FCB, 1020 bytes in total.

e The “nandConfig” is SEMC NAND configuration block
which consists of common SEMC memory configuration
block and Parallel NAND specified configuration
parameters. See Parallel NAND eFUSE Configuration for
more details.

8.6.5.4 Discovered Bad Blocks Table (DBBT)

Table 8-24. DBBT Structure

Name offset Size (Bytes) Description

bcbHeader 0x000 12 See Table 8-25 for details

- 0x00C 4 Reserved

badBlockNumber 0x010 4 Number of bad blocks

- 0x014 12 Reserved

badBlockTable 0x020 1024 Each bad block entry is a 32-bit value specifying

(256*4) the number of a found bad block. The number of
valid bad block entries is specified by the
badBlockNumber field, where valid bad block
entries are stored sequentially starting at the
beginning of the bad block entries segment.
Unused bad block entries (those beyond the
badBlockNumber) should be filled with 0xFs.
Table 8-25. Header Description

Field Size Description

crcChecksum 4 Checksum

fingerprint 4 0x4442_ 4254

ASCII: “DBBT”
version 4 0x0000_0001
NOTE

e Maximum bad block number is 256.

* The "crcChecksum" is calculated with the same algorithm
as the one in FCB, from Fingerprint to the end of DBBT,
1052 bytes in total.
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8.6.5.5 Bad block handling in ROM

During firmware boot, at the block boundary, the Bad Block table is searched for a match
to the next block.

If no match is found, the next block can be loaded. If a match is found, the block must be
skipped and the next block is checked.

8.6.6 Parallel NOR and NAND configuration based on SEMC
interface

The ROM SW supports Parallel NOR and Parallel NAND based on SEMC module, using
an 80-bytes common SEMC configuration block and several specified parameters for
Parallel NOR and Parallel NAND respectively. See below sections for more details.

8.6.6.1 SEMC Configuration Block

SEMC Configuration block consists of all parameters related to specific Flash devices.

Table 8-26. SEMC control block structure

Name offset Size (Bytes) Description
tag 0x000 4 0x434D4553, ascii:"SEMC”
version 0x004 4 0x00010000
[07:00] bugfix =0
[15:08] minor =0
[31:16] major = 1
deviceMemType 0x008 1 0 — NOR Flash
1 — NAND Flash
accessCommandType 0x009 1 0 — IPG bus command
1 - AXI32 command
0x00A 2 Reserved
asyncClkFreq 0x00C 1 0 — 33MHz
1 - 40MHz
2 — 50MHz
3 - 66MHz
4 — 108MHz
5 - 133MHz
6 — 166MHz
busTimeoutCycles 0x00D 1 0 — 255 * 1024 cycles

n—n* 1024 cycles

Table continues on the next page...
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Table 8-26. SEMC control block structure (continued)

Name offset Size (Bytes) Description
commandExecutionTimeoutC |0x00E 1 0 —256 * 1024 cycles
ycles n—n* 1024 cycles
readStrobeMode 0x00F 1 0 — Dummy read strobe
loopbacked internally
1 — Dummy read strobe
loopbacked from DQS pad
norMemConfig 0x010 64 See detail in Table SEMC
NOR control block structure
nandMemConfig 0x010 64 See detail in Table SEMC
NAND control block structure
Table 8-27. SEMC NOR control block structure
Name offset Size (Bytes) Description
comMemBaseAddress 0x00 4 SoC level Base Address for
NAND AXI and IPG command
comMemSizelnByte 0x04 4 SoC level Memory size for
NAND AXI and IPG command
- 0x08 8 Reserved
addressMode 0x10 0 — Address/Data MUX mode
1 — Advanced Address/Data
MUX mode
2 — Address/Data non-MUX
mode
addressPortWidth 0x11 1 Address Port bit number
dataPortWidth 0x12 1 Data Port bit number
columnAddressWidth 0x13 1 Column Address bit width
burstLengthinBytes 0x14 1 Burst Length
0x15 3 Reserved
cePortOutputSelection 0x18 1 0 - CSX0
1 - CSX1
2-CSX2
3-CSX3
4-A8
rdyPortPolarity 0x19 1 0 — Low active
1 — High active
advPortPolarity Ox1A 1 0 — Low active
1 — High active
- 0x1B 13 Reserved
ceSetupTime 0x28 1 value[3:0] + 1 cycles
ceMinHoldTime 0x29 1 value[3:0] + 1 cycles
Table continues on the next page...
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Table 8-27. SEMC NOR control block structure (continued)

Name offset Size (Bytes) Description
ceMinintervalTime 0x2A 1 value[3:0] + 1 cycles
addressSetupTime 0x2B 1 value[3:0] + 1 cycles
addressHoldTime 0x2C 1 value[3:0] + 1 cycles
asyncWelLowTime 0x2D 1 value[3:0] + 1 cycles
asyncWeHighTime 0x2E 1 value[3:0] + 1 cycles
asyncOeLowTime 0x2F 1 value[3:0] + 1 cycles
asyncOeHighTime 0x30 1 value[3:0] + 1 cycles
asyncTurnaroundTime 0x31 1 value[3:0] + 1 cycles
asyncAddressToDataHoldTim |0x32 1 value[3:0] + 1 cycles
e
syncDataSetupTime 0x33 1 value[3:0] + 1 cycles
syncDataHoldTime 0x34 1 value[3:0] + 1 cycles
syncLatencyCount 0x35 1 value[3:0] + 1 cycles
syncReadCycleTime 0x36 1 value[3:0] + 1 cycles
- 0x37 9 Reserved

Table 8-28. SEMC NAND control block structure

Name offset Size (Bytes) Description
Name offset Size (Bytes) Description
axiMemBaseAddress 0x00 4 SoC level Base Address for

NAND AXI command
axiMemSizelnByte 0x04 4 SoC level Memory size for

NAND AXI command
ipgMemBaseAddress 0x08 4 SoC level Base Address for

NAND IPG command
ipgMemSizelnByte 0x0c 4 SoC level Memory size for

NAND IPG command
edoMode 0x10 1 0 - EDO mode disabled

1 - EDO mode enabled
ioPortWidth 0ox11 1 IO Port bit number
arrayAddressOption 0x12 1 0 — 5 bytes (CA2+RA3)

1 — 4 bytes (CA1+RA3)

2 — 4 bytes (CA2+RA2)

3 — 3 bytes (CA1+RA2)

4 — 3 bytes (CA2+RA1)

7 — 2 bytes (CA1+RA1)
columnAddressWidth 0x13 1 Column address bit number
burstLengthinBytes 0x14 1 Burst Length
- 0x15 11 Reserved

Table continues on the next page...
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Table 8-28. SEMC NAND control block structure (continued)

Name offset Size (Bytes) Description

cePortOutputSelection 0x20 1 0 - CSXo0

1 -CSX1

2 -CSX2

3-CSX3

4 - A8
rdyPortPolarity 0x21 1 0 — Low active

1 — High active
- 0x22 14 Reserved
ceSetupTime 0x30 1 value[3:0] + 1 cycles
ceMinHoldTime 0x31 1 value[3:0] + 1 cycles
ceMinintervalTime 0x32 1 value[3:0] + 1 cycles
welLowTime 0x33 1 value[3:0] + 1 cycles
weHighTime 0x34 1 value[3:0] + 1 cycles
reLowTime 0x35 1 value[3:0] + 1 cycles
reHighTime 0x36 1 value[3:0] + 1 cycles
weHighToReLowTime 0x37 1 value[5:0] + 1 cycles
reHighToWeLowTime 0x38 1 value[5:0] + 1 cycles
aleToDataStartTime 0x39 1 value[5:0] + 1 cycles
readyToReLowTime 0x3a 1 value[5:0] + 1 cycles
weHighToBusyTime 0x3b 1 value[5:0] + 1 cycles
asyncTurnaroundTime 0x3c 1 value[3:0] + 1 cycles
- 0x3d 3 Reserved

8.6.6.2 Parallel NOR Configuration Block (80 bytes)
Table 8-29. Parallel NOR control block structure

Name offset Size (Bytes) Description

memConfig 0x000 80 See SEMC control block
structure for more details

8.6.6.3 Parallel NAND Configuration Block (256 bytes)
Table 8-30. Parallel NAND control block structure

Name offset Size (Bytes) Description

memConfig 0x000 80 See SEMC control block
structure for more details

Table continues on the next page...
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Table 8-30. Parallel NAND control block structure (continued)

Name

offset

Size (Bytes)

Description

vendorType

0x050

0 — Micron

1 — Spansion
2 — Samsung
3 — Winbond
4 — Hynix

5 —Toshiba

6 — Macronix

cellTechnology

0x051

0-SLC
1-MLC

onfiVersion

0x052

0 — Non-ONFI
1-ONFI 1.0
2-0ONFI 2.0
3-ONFI 3.0
4 - ONFl 4.0

acTimingTablelndex

0x053

0 — User Defined

1 — ONFI 1.0 ModeO 10MHz
2 — ONFI 1.0 Mode1 20MHz
3 — ONFI 1.0 Mode2 28MHz
4 — ONFI 1.0 Mode3 33MHz
5 — ONFI 1.0 Mode4 40MHz
6 — ONFI 1.0 Mode5 50MHz

7 — Auto Detection

enableEccCheck

0x054

0 — Enabled
1 — Disabled

eccCheckType

0x055

0 — Software ECC
1 — Device ECC

deviceEccStatus

0x056

0 — Enabled
1 — Disabled

swEccAlgorithm

0x057

0 — SEC Hamming Code

swEccBlockBytes

0x058

Software ECC block bytes
(256, 512)

readyCheckOption

0x05¢c

0 — Via Status Register
1 — Via R/B# signal

statusCommandType

0x05d

0 — Common (0x70)
1 — Enhanced (0x78)

readyCheckTimeoutinMs

0x05e

Ready Check timeout

readyCheckintervallnUs

0x060

Ready Check interval

0x062

62

Reserved

Table continues on the next page...
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Table 8-30. Parallel NAND control block structure (continued)

Name offset Size (Bytes) Description
bytesinPageDataArea 0x0a0 4 Page Main data size
bytesInPageSpareArea 0x0a4 4 Page Spare data size
pagesinBlock 0x0a8 4 Page number in one block
blocksInPlane Ox0Oac 4 Block number in one plane
planesinDevice 0x0b0 4 Plane number in Device
- 0x0b4 76 Reserved

8.6.7 Expansion device
The ROM supports booting from the MMC/eMMC and SD/eSD compliant devices.

8.6.7.1 Expansion device eFUSE configuration

The SD/MMC/eSD/eMMC/SDXC boot can be performed using the USDHC ports. The
port can be configured based on either the setting of the BOOT_CFGI1[1] (Port Select)
fuse or its corresponding GPIO overrides.

All USDHC ports support the fast boot. See this table for details:
Table 8-31. USDHC eFuse Descriptions

Fuse Config Definition GPIO Shipped Settings
value
0x450[7:6] OEM Boot device selection |Yes 00 01 - SD/eSD/SDXC boot from the

USDHC interface

10 - MMC/eMMC boot from the
USDHC interface

0x450[5:4] OEM SD/MMC speed mode, |Yes 00 MMC 0x - Normal speed mode
and eMMC 1x - High-speed mode
acknowledge enabled gh-sp
selection X0 - eMMC fast boot acknowledge
disable
x1 - eMMC fast boot acknowledge
enable SD
00 - Normal/SDR12
01 - High/SDR25
10 - SDR50
11 - SDR104
0x450[3] OEM SD power cycle enable |Yes 0 0 - No power cycle

Table continues on the next page...
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Table 8-31. USDHC eFuse Descriptions (continued)

1 - Power cycle enabled via the
SD_RST pad

selection

0x450[2] OEM SD loopback clock Yes 0 0 - through the SD pad
source sel (for SDR50 1 - direct
and SDR104 only)
0x450[1] OEM USDHC port selection |Yes 0 0 - USDHC-1
1 - USDHC-2
0x450[0] OEM Fast boot support Yes 0 MMC 0 - Normal boot
1 - Fast boot
0x450[10:9] OEM SD MMC bus width Yes 00 SD
selection X0 - 1-bit
x1 - 4-bit MMC
00 - 4-bit
01 - 8-bit
10 - 4-bit DDR (MMC 4.4)
11 - 8-bit DDR (MMC 4.4)
0x450(8] OEM USDHC1 voltage Yes 0 0-33V
selection 1-18V
0x460[31:30] OEM Power cycle selection |Yes 00 00-20ms
01-10ms
10-5ms
11-2.5ms
0X460[29] OEM Power stable cycle Yes 0 0-5ms
selection 1-25ms
0X460[24] OEM SD/MMC DLL enable |Yes 0 0 - Disable DLL for SD/eMMC
selection 1 - Enable DLL for SD/Emm
0X470[7] OEM DLL override selection |Yes 0 0 - No override
1 - DLL override mode for SD/eMMC
(Override by MMC_DLL_DLY,
0x470[19:16])
0X470[6] OEM USDHCH1 reset polarity |Yes 0 0 - Reset active low
selection 1 - Reset active high
0X470[5] OEM USDHC2 voltage Yes 0 0-33V
selection 1-18V
0X470[3] OEM Disable SDMMC Yes 0 0 - Enable
Manufacture mode 1 - Disable
0X470[0] OEM SD/MMC pad settings |Yes 0 0 - No override
override selection 1 - Override (override by
PAD_SETTINGS, 0x6d0[5:0])
0X470[15] OEM USDHC2 reset polarity |Yes 0 0 - Reset active-low

1 - Reset active-high

Table continues on the next page...
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Table 8-31. USDHC eFuse Descriptions (continued)

0X470[14] OEM eMMC4.4 pre-idle Yes 0 0 - Issue pre-idle command
enabled selection .
1 - Do not issue
0x470[13] OEM Override HYS bit for Yes 0 0 - No override
SDMMC pads 1 - Override HYS bit with 1
0x470[12] OEM USDHC_PAD_PULL_D |Yes 0 SD
OWN .
0 - no action
1 - pull down
0x470[11] OEM ENABLE_EMMC_22K_ |Yes 0 MMC 0 - 47K pullup
PULLUP 1 - 22K pullup
0x470[9] OEM USDHC_IOMUX_SION |Yes 0 0 - Disable
_BIT_ENABLE
1 - Enable
0x470[8] OEM USDHC_IOMUX_SRE_ |Yes 0 0 - Disable
ENABLE 1 - Enable
0X470[30:24] OEM MMC_DLL_DLY Yes 0000000 |Override number
0X6D0[5:0] OEM PAD_SETTINGS Yes 000000 Override number
0X6D0[31:30] OEM SD calibration step Yes 00 SD
00 - 1 delay cell
01 - 2 delay cells
10 - 4 delay cells
11 - 4 delay cells

The boot code supports these standards:

e MMCv4.4 or less

e eMMCv4 .4 or less

e SDv2.0 or less

e ¢SDv2.10 rev-0.9, with or without FAST BOOT
e SDXCv3.0

The MMC/SD/eSD/SDXC/eMMC can be connected to any of the USDHC blocks and
can be booted by copying 4 KB of data from the MMC/SD/eSD/eMMC device to the
internal RAM. After checking the Image Vector Table header value (0xD1) from
program image, the ROM code performs a DCD check. After a successful DCD
extraction, the ROM code extracts from the Boot Data Structure the destination pointer
and length of image to be copied to the RAM device from where the code execution
occurs.

The maximum image size to load into the SD/MMC boot is 32 MB. This is due to a
limited number of uSDHC ADMA Buffer Descriptors allocated by the ROM.
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NOTE

The initial 4 KB of the program image must contain the IVT,
DCD, and the Boot Data structures.

Table 8-32. SD/MMC frequencies

SD [MmC |MMC (DDR mode)
Identification (KHz) 347.22
Normal-speed mode (MHz) 25 20 25
High-speed mode (MHz) 50 40 50
UHSI SDR50 (MHz) 100
UHSI SDR104 (MHz) 200

NOTE
The boot ROM code reads the application image length and the
application destination pointer from the image.

8.6.7.2 MMC and eMMC boot

This table provides the MMC and eMMC boot details.
Table 8-33. MMC and eMMC boot details

Normal boot mode

During the initialization (normal boot mode), the MMC
frequency is set to 347.22 KHz. When the MMC card enters
the identification portion of the initialization, the voltage
validation is performed, and the ROM boot code checks the
high-voltage settings and the card capacity. The ROM boot
code supports both the high-capacity and low-capacity MMC/
eMMC cards. After the initialization phase is complete, the
ROM boot code switches to a higher frequency (20 MHz in
the normal boot mode or 40 MHz in the high-speed mode).
The eMMC is also interfaced via the USDHC and follows the
same flow as the MMC.

The boot partition can be selected for an MMC4.x card after
the card initialization is complete. The ROM code reads the
BOOT_PARTITION_ENABLE field in the Ext_CSD[179] to get
the boot partition to be set. If there is no boot partition
mentioned in the BOOT_PARTITION_ENABLE field or the
user partition was mentioned, the ROM boots from the user
partition.

eMMC4.3 or eMMC4.4 device supporting special boot mode

If using an eMMC4.3 or eMMC4.4 device that supports the
special boot mode, it can be initiated by pulling the CMD line
low. If the BOOT ACK is enabled, the eMMC4.3/eMMC4.4
device sends the BOOT ACK via the DATA lines and the
ROM can read the BOOT ACK [SO010E] to identify the
eMMC4.3/eMMC4.4 device. The eMMC4.3/eMMC4.4 device
with the "boot mode" feature can only be supported via the
ESDHCV3-3 and with or without the BOOT ACK. If the BOOT

Table continues on the next page...
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Table 8-33. MMC and eMMC boot details (continued)

ACK is enabled, the ROM waits 50 ms to get the BOOT ACK
and if the BOOT ACK is received by the ROM. If BOOT ACK
is disabled ROM waits 1 second for data. If the BOOT ACK or
data was received, the eMMC4.3/eMMC4.4 is booted in the
"boot mode", otherwise the eMMC4.3/eMMC4.4 boots as a
normal MMC card from the selected boot partition. This boot
mode can be selected by the BOOT_CFG1[4] (fast boot) fuse.
The BOOT ACK is selected by the BOOT_CFG2[1].

eMMC4.4 device If using the eMMC4.4 device, the Double Data Rate (DDR)
mode can be used. This mode can be selected by the
BOOT_CFG2[7:5] (bus width) fuse.

Check data bus width fuse. Accordingly
do the IOMUX config

v

eSDHC Software Reset, Set RSTA

Set Identification Frequency
(Approx 400 KHz)

Check MMC and Fast Boot
Selection Fuse

Set INITA to send80 SDCLK to card

|

Card SW Reset (CMDO0)

Command Successful?

Figure 8-6. Expansion device boot flow (1 of 6)
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| Set Strong pullup |

For CMD line
v :
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| Issue CMD1 with HV |<—| Increment loop counter |<_ | For CMD line Mode (Issue %’:57)
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C
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Send CMD13 to read
| Set RCA (Issue CMD3) | status
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0
od

a Yes
Busy Bit== 1 o0

oop Cntr <
looping peri ard State ==
TRANS?

Command Successful

Card Is HC MMC
HC “I Get CID from card(Issue
No | CMD2)
> Card Is LC MMC L
| Send CMD8 to get
| Ext_ CSD |

Extract the boot partition
to set

end switch command
to change bus width and

Send switch command
to set high frequency

Send switch command
to select partition

Change ESDHC bus ] Set operating frequency
width t0 40 MHz

@ MMC Boot
Switch Command

Send CMD6 with switch
argument

!

No

ommand Successfu

Set CMD13 poll timeout
to 100ms

Y
Send CMD13 to read |

status

MD13 Pol No ard State ==
timeout? TRANS?

Yes Yes

> Switch failed | | Switch succeeded | | Switch failed

p

Figure 8-7. Expansion device (MMC) boot flow (2 of 6)
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@

SD Boot

Voltage Validation

Y
Card is LC SD |

ver1.x

Issue ACMD41

A 4
Issue CMEB with HV
(3.3V)
| M ith LV
ssue 0(1 g\?)wn lL —> ommand Successful
Yes
| Card is HGLC HV SD |
ver2x Set ACMD41 ARG to LV Card is LC SD
i and HC ver 2.x
Set ACMD41 ARG to HV No -
Set ACMD41 ARG bit 29
and HC
for FAST BOOT
v
Sot ACMDA1 ARG i o4 ,| Start GZI: ’c\j/le[l)i); of1s for Set ACMaD:J |:ACI;!G to HV
for 1.8v switch
* ]
| Issue CMD55 |:
Set ACMD41 ARG bit 28
for SDXC power control
Busy Bit==
4 of response
0 set?
Cardis LC SD Card is HC SD |

Figure 8-8. Expansion device (SD/eSD/SDXC) boot flow (3 of 6) part 1
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Send CMD11 to switch
voltage

|

No
ommand SuccessfuP

No

ATA lines driven low?

| Yes

switch sup*)ly voltage
to1.8v

v

delay forbms

set DATATine voltage
high poll timeout to

e Switch failed

o

Switch succeeded

@

SD Boot

Switch Voltage

Figure 8-9. Expansion device (SD/eSD/SDXC) boot flow (3 of 6) part 2
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SD Boot

Get CID from card(Issue
Device Initialization

CMD2)

No|

Put card data Transfer
Mode (Issue CMD7)

ard State ==
TRANS?

UHSI mode selected?
No
Bus width Yes
fuse <>1? Ye:
No
No

Check Status |1—| Set C“’g%gomllshmeout
igh Speed mode
fuse ==07?
Set operating frequency
to 40 MHz

Set CMD13 poll timeout
to15ms
Set CMD13 poll timeout
to 1s

Check Status

Yes
Card is eSD AST_BOO
selected?
No

SD Boot

UHSI init

Check response of
CMD7

N
Yes Card is locked? °

No

Yes

| Set CMD13 poll timeout Check Status Changewlild?r?HC bus

to 100ms
Send CMD6 with clock Get clock speed from
speed argument fuse

Set loopback clock bit in
USDHC register

Send ACMD6 with
argument of 4 bit width

Send CMD65

y
Init failed

Figure 8-10. Expansion device (MMCSD/eSD/SDXC) boot flow (4 of 6)
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SD Boot
Check Status USB BOOt

Serial Boot

Send CMD13 to read
status USB Flow

¢ (Serial Boot)
Command Successful?
Yes
D13 Pa No ard State ==
timeout? TRANS?

Yes v

Failure Success Failure

SD/MMC Boot

Data Read

Set block length512
bytes (Issue CMD16)

DDR Mode Selected

Yes

Init ADMA buffer

. ommand Successfu
descriptors

Send CMD18 (multiple
block read)

Set CMD18 poll timeout
to 1s

Wait for command
completion or timeout

ommand Successful?

Figure 8-11. Expansion device (SD/eSD) boot flow (5 of 6)
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High Speed mode
fuse ==07?

Set operating frequency
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Set operating frequency
to 20 MHz

v
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v
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Figure 8-12. Expansion device boot flow (6 of 6)
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8.6.7.3 SD, eSD, and SDXC

After the normal boot mode initialization begins, the SD/eSD/SDXC frequency is set to
347.22 kHz. During the identification phase, the SD/eSD/SDXC card voltage validation
1s performed. During the voltage validation, the boot code first checks with the high-
voltage settings; if that fails, it checks with the low-voltage settings.

The capacity of the card is also checked. The boot code supports the high-capacity and
low-capacity SD/eSD/SDXC cards after the voltage validation card initialization is done.

During the card initialization, the ROM boot code attempts to set the boot partition for all
SD, eSD, and SDXC devices. If this fails, the boot code assumes that the card is a normal
SD or SDXC card. If it does not fail, the boot code assumes it is an eSD card. After the
initialization phase is over, the boot code switches to a higher frequency (25 MHz in the
normal-speed mode or 50 MHz in the high-speed mode). The ROM also supports the
FAST_BOOT mode booting from the eSD card. This mode can be selected by the
BOOT_CFG1[0] (Fast Boot).

For the UHSI cards, the clock speed fuses can be set to SDR50 or SDR104 on USDHCI,
USDHC?2 ports. This enables the voltage switch process to set the signaling voltage to 1.8
V during the voltage validation. The bus width is fixed at a 4-bit width and a sampling
point tuning process is needed to calibrate the number of the delay cells. If the SD
Loopback Clock eFuse is set, the feedback clock comes directly from the loopback SD
clock, instead of the card clock (by default). The SD clock speed can be selected by the
BOOT_CFG1[5:4], and the SD Loopback Clock is selected by the BOOT_CFG1[2].

The UHSI calibration start value (MMC_DLL_DLY[6:0]) and the step value
SD_CALIBRATION_STEP[1:0] can be set to optimize the sample point tuning process.

If the SD Power Cycle Enable eFuse is 1, the ROM sets the SD_RST pad low, waits for 5
ms, and then sets the SD_RST pad high. If the SD_RST pad is connected to the SD
power supply enable logic on board, it enables the power cycle of the SD card. This may
be crucial in case the SD logic is in the 1.8 V states and must be reset to the 3.3 V states.

The SDRS50 and SDR 104 boots are not supported on the USDHC1 and USDHC?2 ports
because there are no reset signals for those ports when connected in the [OMUX.
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8.6.7.4 IOMUX configuration for SD/MMC

Table 8-34. IOMUX configuration for SD/MMC

Signal USDHC1 USDHC2

CLK GPIO_SD_B0_01.alto GPIO_SD_B1_04.alt0
CMD GPIO_SD_B0_00.alto GPIO_SD_B1_05.alt0
DATAO GPIO_SD_B0_02.alt0 GPIO_SD_B1_03.alt0
DATA1 GPIO_SD_B0_03.alto GPIO_SD_B1_02.alt0
DATA2 GPIO_SD_BO0_04.alt0 GPIO_SD_B1_01.alt0
DATA3 GPIO_SD_B0_05.alto GPIO_SD_B1_00.alto
DATA4 GPIO_SD_B1_08.alt0
DATA5 GPIO_SD_B1_09.alt0
DATAG6 GPIO_SD_B1_10.alt0
DATA7 GPIO_SD_B1_11.alt0
VSELECT GPIO_B1_14.alté GPIO_EMC_38.alt6
RESET_B GPIO_B1_15.alté GPIO_SD_B1_06.alt0
CD_B GPIO_B1_12.alt6

8.6.7.5 Redundant boot support for expansion device

The ROM supports the redundant boot for an expansion device. The primary or
secondary image is selected, depending on the PERSIST_SECONDARY_BOQOT setting.

(see Table 8-8).

If the PERSIST _SECONDARY_BOOT is 0, the boot ROM uses address 0x0 for the

primary image.

If the PERSIST_SECONDARY_BOOT is 1, the boot ROM reads the secondary image
table from address 0x200 on the boot media and uses the address specified in the table.

Table 8-35. Secondary image table format

Reserved (chipNum)

Reserved (driveType)

tag

firstSectorNumber

Reserved (sectorCount)

Where:

» The tag is used as an indication of the valid secondary image table. It must be

0x00112233.

* The firstSectorNumber is the first 512-byte sector number of the secondary image.
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For the secondary image support, the primary image must reserve the space for the
secondary image table. See this figure for the typical structures layout on an expansion
device.

Reserved For MBR 0x00000000
(optional)

0x00000200
Reserved for Secondary

Image Table (optional)

0x00000400

Program Image (Starting
From IVT)

Media Partitions

Figure 8-13. Expansion device structures layout

For the Closed mode, if there are failures during primary image authentication, the boot
ROM turns on the PERSIST_SECONDARY_BOOT bit (see Table 8-8) and performs the
software reset. (After the software reset, the secondary image is used.)
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8.6.8 Serial NOR/EEPROM through LPSPI

The chip supports booting from serial memory devices, such as EEPROM and serial
flash, using the LPSPI.

These ports are available for serial boot: LPSPI interfaces.

8.6.8.1 Serial NOR/EEPROM eFUSE configuration

The boot ROM code determines the type of device using the following parameters, either
provided by the eFUSE settings or sampled on the I/O pins, during boot.

Table 8-36. Serial NOR/EEPROM boot eFUSE descriptions

Fuse Config Definition GPIO | Shipped Settings
value
EEPROM_RECOVE |OEM EEPROM recovery No 0 0 - Disabled
RITY_EN(0x4D0[24]) enable 1 - Enabled
SPI_ADDRESSING(0 [OEM SPI addressing (SPI No 0 0 - 3B (24-bit)
x6D0[27]) only) 1- 2B (16-bit)
LPSPI_PORT_SEL(0 |OEM Port select No 00 00 - LPSPI1
x6D0[26:25]) 01 - LPSPI2

10 - LPSPI3 (if applicable in the device)
11 - LPSPI4 (if applicable in the device)

LPSPI_SPEED OEM LPSPI Speed select No 00 00 - 20 MHz

(0x6D0[29:28]) 01 - 10 MHz
10 -5 MHz
11 -2 MHz

The LPSPIn block can be used as a boot device using the LPSPI interface for the serial
ROM boot. The SPI interface is configured to operate at speed specified by
LPSPI_SPED_SEL fuse field.

The boot ROM copies 4 KB of data from the serial ROM device to the internal RAM.
After checking the Image Vector Table header value (0xD1) from the program image, the
ROM code performs a DCD check. After a successful DCD extraction, the ROM code
extracts the destination pointer and length of image from the Boot Data Structure to be
copied to the RAM device from where the code execution occurs.
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NOTE
The Initial 4 KB of program image must contain the IVT, DCD,
and the Boot Data Structures.

8.7 Program image

This section describes the data structures that are required to be included in the user's
program image. The program image consists of:

» Image vector table—a list of pointers located at a fixed address that the ROM
examines to determine where the other components of the program image are
located.

* Boot data—a table that indicates the program image location, program image size in
bytes, and the plugin flag.

* Device configuration data—IC configuration data.

» User code and data.

8.7.1 Image Vector Table and Boot Data

The Image Vector Table (IVT) is the data structure that the ROM reads from the boot
device supplying the program image containing the required data components to perform
a successful boot.

The IVT includes the program image entry point, a pointer to Device Configuration Data
(DCD) and other pointers used by the ROM during the boot process. The ROM locates
the IVT at a fixed address that is determined by the boot device connected to the Chip.
The IVT offset from the base address and initial load region size for each boot device
type is defined in the table below. The location of the IVT is the only fixed requirement
by the ROM. The remainder or the image memory map is flexible and is determined by
the contents of the IVT.

Table 8-37. Image Vector Table Offset and Initial Load Region Size

Boot Device Type Image Vector Table Offset Initial Load Region Size
FlexSPI NOR/SEMC NOR 4 Kbyte = 0x1000 bytes Entire Image Size
SD/MMC/eSD/eMMC/SDXC 1 Kbyte = 0x400 bytes 4 Kbyte

SPI NOR/EEPROM/SEMC NAND/ 1 Kbyte = 0x400 bytes 4 Kbyte

FlexSPI NAND
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Figure 8-14. Image Vector Table

Image vector table structure

The IVT has the following format where each entry is a 32-bit word:
IVT format

Table 8-38.

A

header

entry: Absolute address of the first instruction to execute from the image

reserved1: Reserved and should be zero

dcd: Absolute address of the image DCD. The DCD is optional so this field may be set to NULL if no DCD is required. See

Device Configuration Data (DCD) for further details on the DCD.

boot data: Absolute address of the boot data

self: Absolute address of the IVT. Used internally by the ROM.

csf: Absolute address of the Command Sequence File (CSF) used by the HAB library. See High-Assurance Boot (HAB) for
details on the secure boot using HAB. This field must be set to NULL when not performing a secure boot

reserved2: Reserved and should be zero

Figure 8-15 shows the IVT header format:
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Tag Length Version

Figure 8-15. IVT header format

where:

Tag: A single byte field set to 0xD1l

Length: a two byte field in big endian format containing the overall length of the IVT,
in bytes, including the header. (the length is fixed and must have a value of

32 bytes)

Version: A single byte field set to 0x40 or 0x41

8.7.1.2 Boot data structure

The boot data must follow the format defined in the table found here, each entry is a 32-
bit word.

Table 8-39. Boot data format

start Absolute address of the image
length Size of the program image
plugin Plugin flag (see Plugin image)

8.7.2 Device Configuration Data (DCD)

Upon reset, the chip uses the default register values for all peripherals in the system.
However, these settings typically are not ideal for achieving the optimal system
performance and there are even some peripherals that must be configured before they can
be used.

The DCD is a configuration information contained in the program image (external to the
ROM) that the ROM interprets to configure various peripherals on the chip.

For example, some components (such as SDRAM) require some sequence of register
programming as a part of the configuration before it is ready to be used. The DCD feature
can be used to program the SEMC register to the optimal settings.

The ROM determines the location of the DCD table based on the information located in
the Image Vector Table (IVT). See Image Vector Table and Boot Data for more details.
The DCD table shown below is a big-endian byte array of the allowable DCD commands.
The maximum size of the DCD is limited to 1768 B.
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Program image
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[CMD]

[CMD]

Figure 8-16. DCD data format
The DCD header is 4 B with the following format:

Tag Length Version

Figure 8-17. DCD header format

where:

Tag: A single-byte field set to 0xD2

Length: a two-byte field in the big-endian format containing the overall length of the DCD
(in bytes) including the header

Version: A single-byte field set to 0x41

8.7.2.1 Write data command

The write data command is used to write a list of given 1-, 2- or 4-byte values (or
bitmasks) to a corresponding list of target addresses.

The format of the write data command (in a big-endian byte array) is shown in this table:

Table 8-40. Write data command format

Tag | Length | Parameter
Address
Value/Mask
[Address]
[Value/Mask]

[Address]
[Value/Mask]
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where:

Tag: a single-byte field set to 0xCC

Length: a two-byte field in a big-endian format, containing the length of the Write Data
Command (in bytes) including the header

Address: the target address to which the data must be written

Value/Mask: the data value (or bitmask) to be written to the preceding address

The parameter field is a single byte divided into the bitfields, as follows:

Table 8-41. Write data command parameter field

7 | 6 | 5 | 4 | 3 2 | 1 0
flags bytes

where

bytes: the width of the target locations in bytes (either 1, 2, or 4)

flags: control flags for the command behavior

Data Mask = bit 3: if set, only specific bits may be overwritten at the target address
(otherwise all bits may be overwritten)

Data Set = bit 4: if set, the bits at the target address are overwritten with this flag
(otherwise it is ignored)

One or more target address and value/bitmask pairs can be specified. The same bytes' and
flags' parameters apply to all locations in the command.

When successful, this command writes to each target address in accordance with the flags
as follows:

Table 8-42. Interpretation of write data command flags

"Mask" "Set" Action Interpretation
0 0 *address = val_msk Write value
0 1 *address = val_msk Write value
1 0 *address &= ~val_msk Clear bitmask
1 1 *address |= val_msk Set bitmask
NOTE

If any of the target addresses does not have the same alignment
as the data width indicated in the parameter field, none of the
values are written.

If any of the values are larger or any of the bitmasks are wider
than permitted by the data width indicated in the parameter
field, none of the values are written.

If any of the target addresses do not lie within the allowed
region, none of the values are written. The list of allowable
blocks and target addresses for the chip are provided below.
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8.7.2.2 Check data command

The check data command is used to test for a given 1-, 2-, or 4-byte bitmasks from a
source address.

The check data command is a big-endian byte array with the format shown in this table:

Table 8-43. Check data command format

Tag | Length | Parameter
Address
Mask
[Count]

where:

Tag: a single-byte field set to 0xCF

Length: a two-byte field in the big-endian format containing the length of the check data
command (in bytes) including the header

Address: the source address to test

Mask: the bit mask to test

Count: an optional poll count; If the count is not specified, this command polls
indefinitely

until the exit condition is met. If count = 0, this command behaves as for the NOP.

The parameter field is a single byte divided into bitfields, as follows:

Table 8-44. Check data command parameter field

7 | 6 | 5 | 4 | 3 2 | 1 0
flags bytes

where

bytes: the width of target locations in bytes (either 1, 2, or 4)

flags: control flags for the command behavior

Data Mask = bit 3: if set, only the specific bits may be overwritten at a target address
(otherwise all bits may be overwritten)

Data Set = bit 4: if set, the bits at the target address are overwritten with this flag
(otherwise it is ignored)

This command polls the source address until either the exit condition is satisfied, or the
poll count is reached. The exit condition is determined by the flags as follows:

Table 8-45. Interpretation of check data command flags

"Mask" "Set" Action Interpretation
0 0 (*address & mask) == 0 All bits clear
0 1 (*address & mask) == mask All bits set

Table continues on the next page...
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Table 8-45. Interpretation of check data command flags (continued)

"Mask" "Set" Action Interpretation
1 0 (*address & mask)!= mask Any bit clear
1 1 (*address & mask)!=0 Any bit set
NOTE

If the source address does not have the same alignment as the
data width indicated in the parameter field, the value is not
read.

If the bitmask is wider than permitted by the data width
indicated in the parameter field, the value is not read.

8.7.2.3 NOP command

This command has no effect.

The format of the NOP command is a big-endian four-byte array, as shown in this table:

Table 8-46. NOP command format
| Tag | Length | Undefined |

where:

Tag: a single-byte field set to 0xCO

Length: a two-byte field in big endian containing the length of the NOP command in bytes
(fixed to a

value of 4)

Undefined: this byte is ignored and can be set to any value.

8.7.2.4 Unlock command

The unlock command is used to prevent specific engine features from being locked when
exiting the ROM.

The format of the unlock command (in a big-endian byte array) is shown in this table:

Table 8-47. Unlock command format

Tag | Length | Eng

Value

Value

Table continues on the next page...

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 263




Plugin image

Table 8-47. Unlock command format (continued)

| Value |

where:

NOTE
This command may not be used in the DCD structure if the
SEC_CONFIG is configured as closed.

8.8 Plugin image

The ROM supports a limited number of boot devices. When using other devices as a boot
source (for example, Ethernet, CDROM, or USB), the supported boot device must be
used (typically serial ROM) as a firmware to provide the missing boot drivers.
Additionally, the plugin can be customized to support boot drivers, which is more
flexible when performing the device initialization, such as condition judging, delay
assertion, or to apply custom settings to the boot device and memory system.

In addition to the standard images, the chip also supports plugin images. The plugin
images return the execution to the ROM whereas the standard image does not.

The boot ROM detects the image type using the plugin flag of the boot data structure (see
Boot data structure). If the plugin flag is 1, then the ROM uses the image as a plugin
function. The function must initialize the boot device and copy the program image to the
final location. At the end, the plugin function must return with the program image
parameters. (See High-level boot sequence for details about the boot flow).

The boot ROM authenticates the plugin image before running the plugin function and
then authenticates the program image.

The plugin function must follow the API described below:

typedef BOOLEAN (*plugin_download_f)(void **start, size_t *bytes, UINT32
*1vt_offset);

ARGUMENTS PASSED:

* start - the image load address on exit.
* bytes - the image size on exit.
* ivt_offset - the offset (in bytes) of the IVT from the image start address on exit.

RETURN VALUE:
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e ] - success
e (O - failure

8.9 Serial Downloader

The Serial Downloader provides a means to download a program image to the chip over
the USB and UART serial connection.

In this mode, the ROM programs the WDOGI1 for a time-out specified by the fuse
WDOG Time-out Select (See the Fusemap chapter for details) if the WDOG_ENABLE
eFuse is 1 and continuously polls for the USB and UART connection. If no activity is
found on the USB OTGI1 and UART and the watchdog timer expires, the ARM core is
reset.

NOTE
After the downloaded image is loaded, it is responsible for
managing the watchdog resets properly.

This figure shows the USB and UART boot flow:
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Figure 8-18. Serial Downloader boot flow
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8.9.1 USB

The USB support is composed of the USBOH3(USB OTGI1 core controller, compliant
with the USB 2.0 specification) and the USBPHY (HS USB transceiver).

The ROM supports the USB OTG port for boot purposes. The other USB ports on the
chip are not supported for boot purposes.

The USB Driver is implemented as a USB HID class. A collection of four HID reports
are used to implement the SDP protocol for data transfers, as described in Table 8-48.

Table 8-48. USB HID reports

Report ID (first byte) Transfer endpoint Direction Length Description

1 control OUT Host to device 17B SDP command from the
host to the device.

2 control OUT Host to device Upto 1025 B Data associated with
the report 1 SDP
command.

3 interrupt Device to host 5B HAB security

configuration. The
device sends
0x12343412 in the
closed mode and
0x56787856 in the
open mode.

4 interrupt Device to host Upto65B Data in response to the
SDP command in report
1.

8.9.1.1 USB configuration details

The USB OTG function device driver supports a high speed (HS for UTMI) non-stream
mode with a maximal packet size of 512 B and a low-level USB OTG function.

The VID/PID and strings for the USB device driver are listed in the following table.
Table 8-49. VID/PID and strings for USB device driver

Descriptor Value
VID 0x1FC9
(NXP vendor ID)
PID’ 0x0135
String Descriptor1 (manufacturer) NXP Semiconductors
String Descriptor2 (product) S Blank

Table continues on the next page...
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Table 8-49. VID/PID and strings for USB device driver (continued)

Descriptor Value
String Descriptor4 NXP Flash
String Descriptors NXP Flash

1. Allocation based on the BPN (Before Part Number)

8.9.1.2 IOMUX configuration for USB

The interface signals of the UTMI PHY are not configured in the IOMUX. The UTMI
PHY interface uses the dedicated contacts on the IC. See the chip data sheet for details.

8.9.2 Serial Download Protocol (SDP)

The 16-byte SDP command from the host to device is sent using the HID report 1. This
table describes the 16-byte SDP command data structure:

Table 8-50. 16-byte SDP command data structure

BYTE offset Size Name Description
0 2 COMMAND TYPE These commands are supported for the ROM:
¢ 0x0101 READ_REGISTER
¢ 0x0202 WRITE_REGISTER
* 0x0404 WRITE_FILE
* 0x0505 ERROR_STATUS
¢ 0xOAOA DCD_WRITE
* 0x0BOB JUMP_ADDRESS
* 0xODOD SET_BAUDRATE (only applicable to UART)
2 4 ADDRESS Only relevant for these commands:

READ_REGISTER, WRITE_REGISTER, WRITE_FILE,
DCD_WRITE, and JUMP_ADDRESS.

For the READ_REGISTER and WRITE_REGISTER
commands, this field is the address to a register. For the
WRITE_FILE and JUMP_ADDRESS commands, this
field is an address to the internal or external memory
address.

NOTE: For SET_BAUDRATE command, this word is
the baudrate value in big-endian format.

6 1 FORMAT Format of access, 0x8 for an 8-bit access, 0x10 for a 16-
bit access, and 0x20 for a 32-bit access. Only relevant
for the READ_REGISTER and WRITE_REGISTER
commands.

Table continues on the next page...
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Table 8-50. 16-byte SDP command data structure (continued)

BYTE offset Size Name Description

7 4 DATA COUNT Size of the data to read or write. Only relevant for the
WRITE_FILE, READ_REGISTER, WRITE_REGISTER,
and DCD_WRITE commands. For the WRITE_FILE and
DCD_WRITE commands, the DATA COUNT is in the

byte units.

11 4 DATA The value to write. Only relevant for the
WRITE_REGISTER command.

15 1 RESERVED Reserved

8.9.2.1 SDP commands

The SDP commands are described in the following sections.

8.9.2.1.1 READ_REGISTER

The transaction for the READ_REGISTER command consists of these reports: Reportl
for the command, Report3 for the security configuration, and Report4 for the response or
the register value.

The register to read is specified in the ADDRESS field of the SDP command. The first
device sends Report3 with the security configuration followed by the Report4 with the
bytes read at a given address. If the count is greater than 64, multiple reports with the
report id 4 are sent until the entire data requested by the host is sent. The STATUS is
either 0x12343412 for the closed parts and 0x56787856 for the open or field return parts.

Reportl, Command, Host to Device:

|1 |Va|id values for the READ_REGISTER COMMAND, ADDRESS, FORMAT, DATA_COUNT |

ID 16-byte SDP command

Report3, Response, Device to Host:

|3 | Four bytes indicating the security configuration

ID 4 bytes status

Report4, Response, Device to Host: first response report

|4 | Register value

i.MX RT1060 Processor Reference Manual, Rev. 1, 12/2018
NXP Semiconductors 269




Serial Downloader

ID 4 bytes of data containing the register value. If the number of bytes requested is less
than 4, the remaining bytes must be ignored by the host.

Multiple reports of the report id 4 are sent until the entire requested data is sent.

Report4, Response, Device to Host: last response report

|4 | Register value |

ID 64 bytes of data containing the register value. If the number of bytes requested is less
than 64, the remaining bytes must be ignored by the host.

8.9.2.1.2 WRITE_REGISTER

The transaction for the WRITE_REGISTER command consists of these reports: Reportl
for the command, Report3 for the security configuration and Report4 for the write status.

The host sends Report]l with the WRITE_REGISTER command. The register to write is
specified in the ADDRESS field of the SDP command of Reportl, with the FORMAT
field set to the data type (number of bits to write, either 8, 16, or 32) and the value to
write in the DATA field of the SDP command. The device writes the DATA to the
register address and returns the WRITE_COMPLETE code using Report4 and the
security configuration using Report3 to complete the transaction.

Report]l, Command, Host to Device:

| 1 |Va|id values for WRITE_REGISTER COMMAND, ADDRESS, FORMAT, DATA_COUNT and DATA

ID 16-byte SDP command

Report3, Response, Device to Host:

|3 |4 bytes indicating the security configuration

ID 4 bytes status
Report4, Response, Device to Host:

| 4 | WRITE_COMPLETE (0x128A8A12) status |

ID 64 bytes data with the first 4 bytes to indicate that the write is completed with code
0x128 A8A12. On failure, the device reports the HAB error status.
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8.9.2.1.3 WRITE_FILE

The transaction for the WRITE_FILE command consists of these reports: Reportl for the
command phase, Report2 for the data phase, Report3 for the HAB mode, and Report4 to
indicate that the data are received in full.

The size of each Report2 is limited to 1024 bytes (limitation of the USB HID protocol).
Hence, multiple Report2 packets are sent by the host in the data phase until the entire
data is transferred to the device. When the entire data (DATA_COUNT bytes) is
received, the device sends Report3 with the HAB mode and Report4 with 0x88888888,
indicating that the file download completed.

Reportl, Host to Device:

| 1 |Va|id values for WRITE_FILE COMMAND, ADDRESS, DATA_COUNT

ID 16-byte SDP command

Optional Begin
Host sends the ERROR_STATUS command to query if the HAB rejected the address
Optional End

Report2, Host to Device:

|2 | File data

ID Max 1024 bytes data per report

Report2, Host to Device:

|2 | File data

ID Max 1024 bytes data per report

Report3, Device to Host:

|3 |4 bytes indicating security configuration

ID 4 bytes status

Report4, Response, Device to Host:
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|4 | COMPLETE (0x88888888) status |

ID 64 bytes data with the first four bytes to indicate that the file download completed
with code 0x88888888. On failure, the device reports the HAB error status.

8.9.2.1.4 ERROR_STATUS
The transaction for the SDP command ERROR_STATUS consists of three reports.

Reportl is used by the host to send the command; the device sends global error status in
four bytes of Report4 after returning the security configuration in Report3. When the
device receives the ERROR_STATUS command, it returns the global error status that is
updated for each command. This command is useful to find out whether the last
command resulted in a device error or succeeded.

Report]l, Command, Host to Device:

| 1 | ERROR_STATUS COMMAND

ID 16-byte SDP Command

Report3, Response, Device to Host:

|3 | Four bytes indicating the security configuration

ID 4 bytes status
Report4, Response, Device to Host:

|4 |Four bytes Error status

ID first 4 bytes status in 64 bytes Report4

8.9.2.1.5 DCD_WRITE

The SDP command DCD_WRITE is used by the host to send multiple register writes in
one shot. This command is provided to speed up the process of programming the register
writes (such as to configure an external RAM device).

The command goes with Reportl from the host with COMMAND TYPE set to
DCD_WRITE, ADDRESS which is used as a temporary location of the DCD data, and
DATA_COUNT to the number of bytes sent in the data out phase. In the data phase, the
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host sends the data for a number of registers using Report2. The device completes the
transaction with Report3 indicating the security configuration and Report4 with the
WRITE_COMPLETE code 0x12828212.

Report]l, Command, Host to Device:

|1 |DCD_WRITE COMMAND, ADDRESS, DATA_COUNT

ID 16-byte SDP Command
Report2, Data, Host to Device:

2 | DCD binary data

ID Max 1024 bytes per report

Report3, Response, Device to Host:

|3 | Four bytes indicating the security configuration

ID 4 bytes status
Report4, Response, Device to Host:

| 4 | WRITE_COMPLETE (0x128A8A12) status |

ID 64 bytes report with the first four bytes to indicate that the write completed with the
code 0x128 A8A12. On failure, the device reports the HAB error status.

See Device Configuration Data (DCD) for the DCD format description.

8.9.2.1.6 JUMP_ADDRESS

The SDP command JUMP_ADDRESS is the last command that the host can send to the
device. After this command, the device jumps to the address specified in the ADDRESS
field of the SDP command and starts to execute.

This command usually follows after the WRITE_FILE command. The command is sent
by the host in the command-phase of the transaction using Reportl. There is no data
phase for this command, but the device sends the status Report3 to complete the
transaction. If the authentication fails, it also sends Report4 with the HAB error status.

Reportl, Command, Host to Device:
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|1 |JUMP_ADDRESS COMMAND, ADDRESS |

ID 16-byte SDP Command

Report3, Response, Device to Host:

|3 | Four bytes indicating the security configuration

ID 4 bytes status

This report is sent by the device only in case of an error jumping to the given address, or
if the device reports error in Report4, Response, Device to Host:

|4 | Four bytes HAB error status

ID 4 bytes status, 64 bytes report length

8.9.2.1.7 SET_BAUDRATE

The SDP command SET_BAUDRATE is used by the host to configure the baudrate on
the device side.

The transaction for SET_BAUDRATE command consists of 2 stages.

Stage 1, Command, Host to Device:

Byte 0 Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 to 15
0x0d 0x0d baudrate baudrate baudrate [15:8] | baudrate [7:0] All 0x00
[31:24] [23:16]
Stag2, Response, Device to Host:
Byte 0 Byte 1 Byte 2 Byte 3
0x09 0xdo 0x0d 0x90

After receiving the Response, the host needs to wait about 100 s until the device is ready
for accepting a new command using the specified baudrate.
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8.10 Recovery devices

The chip supports recovery devices. If the primary boot device fails, the boot ROM tries
to boot from the recovery device using one of the LPSPI ports.

To enable the recovery device, the EEPROM_RECOVERY_EN fuse must be set.
Additionally, the serial EEPROM fuses must be set as described in Serial NOR/
EEPROM through LPSPI.

8.11 SD/MMC manufacture mode

When the internal boot and recover boot (if enabled) failed, the boot goes to the
SD/MMC manufacture mode before the serial download mode. In the manufacture mode,
one bit bus width is used despite of the fuse setting.

BOOT_MODE==0 and — —
(BT_FUSE_SEL:: > ( BOOT_MODE==1 ) ( BOOT_MODE==2 )

internal primary boot

SDMMC MFG
mode disabled?

success?

SDMMC MFG mode boot

<> EEPROM recovery
Y
success?

>N

( USB download mode)

success?

>
>

Y

( application entry >

Figure 8-19. SD/MMC manufacture boot flow
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8.12 High-Assurance Boot (HAB)

The High Assurance Boot (HAB) component of the ROM protects against the potential
threat of attackers modifying the areas of code or data in the programmable memory to
make it behave in an incorrect manner. The HAB also prevents the attempts to gain
access to features which must not be available.

The integration of the HAB feature with the ROM code ensures that the chip does not
enter an operational state if the existing hardware security blocks detected a condition
that may be a security threat or if the areas of memory deemed to be important were
modified. The HAB uses the RSA digital signatures to enforce these policies.

DCP < -BEE—— Flash
m =
* Core Processor | | £ | Q
= < >
=
)
RAM

Figure 8-20. Secure boot components

The figure above illustrates the components used during a secure boot using HAB. The
HAB interfaces with the SNVS to make sure that the system security state is as expected.
The HAB also uses the hardware block to accelerate the SHA-256 message digest
operations performed during the signature verifications. The HAB also includes a
software implementation of SHA-256 for cases where a hardware accelerator can't be
used. The RSA key sizes supported are 1024, 2048, 3072 and 4096 bits. The RSA
signature verification operations are performed by a software implementation contained
in the HAB library. The main features supported by the HAB are:

e X.509 public key certificate support
* CMS signature format support
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NOTE
NXP provides the reference Code Signing Tool (CST) for key
generation and code signing for use with the HAB library. The
CST can be found by searching for "IMX_CST_TOOL" at
http://www.nxp.com.

NOTE
For further details on using the secure boot feature using HAB,
contact your local NXP representative.

8.12.1 HAB API vector table addresses

For devices that perform a secure boot, the HAB library may be called by the boot stages
that execute after the ROM code.

The HAB API vector table for this device is at address 0x0020_0300.
NOTE

For additional information on the secure boot including the
HAB API, contact your local NXP representative.

8.13 ROM APIs

8.13.1 Introduction

The ROM bootloader provides a set of ROM APIs to simply the In-Application
Programming (IAP) and WDOG operation.

The ROM bootloader supports the following APIs:
e runBootloader API
e FlexSPI NOR Flash Driver API
e RTWDOG Driver API
e WDOG Driver API

The ROM API root pointer is located at address 0x0020001c. See the following figure for
details of the ROM API layout.
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RTWDOG_GetCounterValue

RTWDOG_Refresh

RTWDOG_Unlock

RTWDOG_SetWindowValue

RTWDOG_Set TimeoutValue

RTWDOG._JearSatusFags

WDOG_GetDefaultConfig RTWDOG: GetStatusHags
N RTWDOG_Disablelnterrupts
WDOG_Init RTWDOG_Enablelnterrupts
WDOG Deinit RTWDOG Disble
WDOG_CetSatusHags RTWDOG_Enable
WDOG_QearinterruptStatus RTWDOG_Deinit
RTWDOG._Init
WDOG Fifresh RTWDOG. GetDefaultConfig
reserved
wdogDriver flexspi_clear_cache
rtwdogDriver flexspi_command_xfer
reserved flexspi_update lut
reserved flexspi_nor_flash_read
flexspiNorDriver flexspi_nor_flash_erase
reserved flexspi_nor_flash_erase_all
runBootloader flexspi_nor_flash_page_program
copyright string pointer flexspi_nor_flash_init
0x0020_001c Bootloader AP! Tree root }—» version version
runBootloader

Figure 8-21. ROM API Structure

The ROM API structure definitions are as below:
1. RTWDOG driver API structure

typedef struct

void (*RTWDOG GetDefaultConfig) (rtwdog config t *config);

void (*RTWDOG Init) (RTWDOG Type *base, const rtwdog config t *config);
void (*RTWDOG Deinit) (RTWDOG Type *base) ;

void (*RTWDOG Enable) (RTWDOG Type *base) ;

void (*RTWDOG Disable) (RTWDOG Type *base) ;

void (*RTWDOG EnableInterrupts) (RTWDOG Type *base, uint32_ t mask) ;

void (*RTWDOG DisableInterrupts) (RTWDOG Type *base, uint32 t mask);
uint32 t (*RTWDOG GetStatusFlags) (RTWDOG Type *base) ;

void (*RTWDOG ClearStatusFlags) (RTWDOG Type *base, uint32 t mask) ;

void (*RTWDOG SetTimeoutValue) (RTWDOG_ Type *base, uintlé_t timeoutCount) ;
void (*RTWDOG SetWindowValue) (RTWDOG Type *base, uintlé_ t windowValue) ;
void (*RTWDOG Unlock) (RTWDOG Type *base) ;

void (*RTWDOG Refresh) (RTWDOG Type *base) ;

uintlé_t (*RTWDOG GetCounterValue) (RTWDOG Type *base) ;

} rtwdog driver interface t;

2. WDOG driver API structure

typedef struct

void (*WDOG_GetDefaultConfig) (wdog config t *config);

void (*WDOG Init) (WDOG Type *base, const wdog config t *config);
void (*WDOG Deinit) (WDOG Type *base) ;

void (*WDOG_Enable) (WDOG Type *base) ;

void (*WDOG Disable) (WDOG_Type *base) ;

void (*WDOG_EnableInterrupts) (WDOG Type *base, uintlé t mask) ;
uintlé_t (*WDOG GetStatusFlags) (WDOG Type *base) ;
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void (*WDOG_ClearInterruptStatus) (WDOG Type *base, uintlé6_t mask) ;
void (*WDOG_SetTimeoutValue) (WDOG Type *base, uintlé t timeoutCount) ;
void (*WDOG_SetInterrputTimeoutValue) (WDOG Type *base, uintlé t timeoutCount) ;
void (*WDOG DisablePowerDownEnable) (WDOG Type *base) ;
void (*WDOG_Refresh) (WDOG_Type *base) ;
} wdog driver interface t;

3. Bootloader API 